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Abstract

Due to the rapid increase in data availability and ubiquitous computing,
computer-based decision support systems are becoming more common. Un-
fortunately, together with their popularity, some improper usages arise. Im-
perfect learning data is one of the main reasons behind this problem. Those
imperfections might originate from low-quality data, measurement errors,
and human errors, such as a lack of knowledge about which method and
how it should be used. Classical algorithms are not designed to work with
such data. This doctoral thesis addressed this problem by introducing new
computer-based decision support algorithms robust to imperfect learning
data. The novel methods handled problems related to incomplete prefer-
ence information expressed as example decisions. New methods for robust
weight calculations and group decision-making were proposed as well. Addi-
tionally, two new architectures were designed to use neural networks in robust
decision-making. Finally, a system recommending an adequate procedure for
a given decision problem was introduced. All proposed algorithms were used
to solve real-world decision problems, proving their practical usability.
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Chapter 1

Introduction

The field of Multiple Criteria Decision Analysis (MCDA) tackles problems
with alternatives described by at least two criteria reflecting their differ-
ent, usually contradicting, characteristics. In such a scenario, most alterna-
tives are incomparable, forming the so-called Pareto Front consisting of non-
dominated alternatives. To effectively solve this class of problems, additional
preference information reflecting the value system of a Decision Maker (DM)
is needed. This information, together with alternatives’ descriptions, is used
to build a mathematical model, which is later exploited to provide a recom-
mendation.

MCDA distinguishes three main types of decision problems: (a) choice,
where a subset of the most preferred alternatives have to be selected; (b)
sorting or classification, where alternatives have to be assigned to predefined
classes; (c) ranking, where alternatives are to be ordered from the best to the
worst. In addition, a clustering problem can be considered where alternatives
have to be divided into groups based on similarities and patterns. Those
types of problems can be observed in many areas like economy [Greco et al.,
1998], cybersecurity [Ganin et al., 2017], chemistry [Palacios et al., 2021], or
logistics [Govindan et al., 2017].

Preference information acquired from a DM can take different forms. The
most popular are weights of each criterion [Németh et al., 2019], pairwise
comparisons [Siskos et al., 2016], and assignments for a subset of alternatives
to predefined classes [Pawlak, 1982]. The process of obtaining preference
information is not error-proof. There are multiple sources of possible data
imperfection [Parsons, 1996] like measurement error, human error, or process
error. What is more, at this stage, imperfection can have different forms,
such as lack of precise information, distorted value, or conflicting preferences.
Each type of imperfection requires a different form of tackling the problem.

Apart from preference information, other types of input are usually needed.
Some algorithms require specifying their metaparameters. Also, the choice
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of the MCDA algorithm is an input. Both input types can be a source of
imperfection, affecting the whole decision-making process. As such, they also
require special treatment to lower the chances of introducing imperfection or
to minimize its impact.

This dissertation is motivated by the observed unsatisfied needs of real-
world problems. Most well-known MCDA methods are suitable only for
theoretical problems but cannot deal with imperfect data, which is unavoid-
able in most real applications [Parsons, 1996]. There are different sources
of data imperfection like measurement error, imprecise data available (e.g.,
in the form of ranges), or imperfect preference information coming from a
DMs. Each type of imperfection requires different treatment. What is more,
sometimes, it is possible to eliminate the source of imperfections.

The dissertation presents the theoretical backgrounds of developed algo-
rithms as well as their applications to real-world use cases. The studies aimed
to provide new methods suitable for application to real complex decision-
making problems and, therefore, increase the usability and popularity of
MCDA.

The remainder of this doctoral thesis is organized in the following way.
Chapter 2 discusses the MCDA basic concepts together with methods and
their applications. Chapter 3 describes proposed algorithms robust to learn-
ing data imperfections. Chapter 4 summarizes the thesis.
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Chapter 2

Decision support

This chapter describes MCDA, explains basic theory, introduces the most
popular algorithms that served as the base for this dissertation, and whose
modifications are presented in Chapter 3.

2.1 Decision problems

Decision problems in MCDA involve a set of n alternatives A described on m
criteria. Alternatives reflect objects or actions considered in a given decision-
making problem. Criteria are used to evaluate their performance. The evalu-
ation can be deterministic when a precise scalar value is provided or uncertain
with a probability distribution.

Criteria can be of a gain type (the greater the performance, the better)
or of a cost type (the lesser the performance, the better). Formally, they can
be represented as functions gj defined on the set of alternatives A, with gj(a)
denoting the performance of alternative a ∈ A on criterion j, 1 ≤ j ≤ m.
On a cost-type criterion function, g is non-increasing and respectively non-
decreasing for a gain-type criterion. Different scales can be used to express
performance on criteria such as ordinal, interval, or ratio.

One or more DMs take part in a decision problem. Capturing the prefer-
ence of a DM and involving them in working out the recommendation is one of
the most important parts of the MCDA. This phase gets even more complex
when there is more than one DM, and they have conflicting preferences.

2.2 Preference information

To work out a recommendation in a way proposed by most MCDA meth-
ods, additional preference information reflecting the value system of DMs is
required. This information is later used to build a mathematical model con-
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sistent with a DM’s preferences. Such a model can be exploited to produce
a recommendation.

The structure of the preference information varies between methods. One
of the most popular ways to define preferences is to associate a weight with
each criterion. This vector of weights can be the only information provided by
a DM, like in a TOPSIS [Hwang and Yoon, 1981] method, or can be supple-
mented with additional information, like in ELECTRE Roy [1968] methods.
Weights can be provided as precise numbers or, e.g., intervals. Also, meth-
ods like the revised Simos (SRF) procedure [Figueira and Roy, 2002] are
used where much simpler information in the form of a ranking of criteria is
transformed to derive a weight vector.

Providing examples of decisions is a different approach to acquiring prefer-
ence information. Depending on the context, this way of providing preference
data might be simpler for a DM. Often, those examples are already available
as historical data, or DMs had to solve the decision problem manually without
any support. Thus, they are capable of providing such information. For sort-
ing/classification problems, such examples would be assignment of reference
alternatives to predefined classes. Another form of preference information of
a similar type would be defining relations between reference alternatives. It
can take the form of pairwise comparisons or defining a ranking.

The concept of thresholds is used by two prominent families of MCDA
methods, namely ELECTRE Roy [1968] and PROMETHEE Brans and Mareschal
[2005]. Three types of thresholds are most common. Indifference threshold
denotes maximal negligible performance difference. If alternatives’ perfor-
mances differ by no more than this value, then they are treated as indifferent.
A preference threshold is used to specify a minimal difference, justifying a
strict preference. If one alternative is better by no less than this threshold,
then it is rigidly preferred. Those two thresholds are called intracriteria ones
because they affect evaluation within a single criterion. The last of three
main thresholds, called a veto threshold, is an inter-criteria threshold since
it affects an overall evaluation of an alternative. The veto threshold denotes
a minimal difference invalidating preference. If one alternative is worse than
the other by at least the veto threshold, then it cannot be preferred no matter
how good is its performance on the remaining criteria.

No matter the structure of the preference information, the aim is the
same, i.e., acquiring data about the value system of a DM to build a model
that will aid the decision-making process respecting the user’s preferences.

2.3 Methods and applications

Through the years, hundreds of MCDA algorithms have been developed.
However, many of them can be assigned to one of a few groups of methods.
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Most methods are just extensions of previously existing ones and share with
them the same concept.

ELECTRE

ELECTRE method introduced in Roy [1968] was a subject of many modifica-
tions and extensions. Currently, variants from this family of algorithms can
be used to solve all three main types of decision problems: choice, sorting,
and ranking. This method is based on an outranking relation, denoted by
S, where aSb means that alternative a is no worse than b. From outranking,
three different relations can be inferred [Roy, 1991]. When aSb and bSA both
alternatives are indifferent I, if ¬aSb and ¬bSa then they are incomparable
?, if aSb and ¬bSa then a is preferred P , and b is preferred when ¬aSb and
bSa.

To calculate the outranking relation apart from the evaluation of alterna-
tives a ∈ A on criteria g ∈ G, additional preference information in the form
of weights wi as well as values of thresholds associated with each criterion are
required. Typically, ELECTRE methods use three thresholds: indifference
qi, preference pi, and veto vi.

As the first step, the marginal concordance function cj(a, b) is calculated
on each criterion. This value denotes how data supports a outranking b.
The value is equal to one if a is not worse than b by more than the indif-
ference threshold (gj(a) − gj(b) ≥ −qj) and equal to zero when a is worse
than b by more than the preference threshold (gj(a) − gj(b) < −pj). Be-
tween indifference and preference thresholds value of cj(a, b) changes in a

linear manner (gj(a)−gj(b)+pj
pj−qj

). Then the comprehensive concordance index

C(a, b) =
∑m

j=1 wj ·cj(a,b)∑m
j=1 wj

is calculated as a weighted average of all marginal

concordance functions. This value denotes the strength of a outranking b on
all criteria.

In opposition to the marginal concordance function cj(a, b), a marginal
discordance function dj(a, b), which presents the strength of negation of a
outranking b is calculated. The value is equal to one if a is worse than b by
more than the veto threshold (gj(a) − gj(b) < −vj) and equal to zero when
a is not worse than b by more than the preference threshold (gj(a)− gj(b) ≥
−pj). Between indifference and preference thresholds value of cj(a, b) changes

in a linear manner (gj(b)−gj(a)−pj
vj−pj

). This value is later used to lower the
comprehensive concordance index, e.g., by multiplication.

Due to a high number of developed variants [Figueira et al., 2016, Cinelli
et al., 2022], a proper ELECTRE method can be found for various types
of decision problems with their constraints. ELECTRE methods have been
widely applied in domains like finances [Emamat et al., 2022], transport
and logistics [Jurczak et al., 2022, Govindan et al., 2019], or sustainability
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[Kadziński et al., 2017, Rocchi et al., 2018].

UTA

UTA method [Jacquet-Lagreze and Siskos, 1982] is based on a Multiple At-
tribute Value Theory (MAVT) [Keeney and Raiffa, 1993]. The main idea of
this approach is to define a marginal value function uj for each criterion map-
ping performance on a given criterion to usability [Siskos et al., 2016]. Then
for each alternative a ∈ A, a comprehensive value U(a) is calculated as a sum
of marginal values U(a) =

∑n
j=1 uj(a). Such a function can be exploited to

compare alternatives since an alternative with a higher value is preferred to
an alternative with a lower value of U U(a) ≥ U(b) ⇔ a ≿ b ∀a, b ∈ A,
where ai ≿ ak means that a is at least as good or weakly preferred to b.

In UTA methods, the marginal value functions are usually piecewise lin-
ear interpolations of characteristic points. The function is non-decreasing for
gain type criteria and non-increasing for cost type criteria. Typically, in UTA
methods, this knowledge is provided in the form of pairwise alternative com-
parison. DM provides pairs of alternatives with information on which one is
preferred or if they are indifferent. This information is reflected in the utility
functions, which are obtained using the linear programming technique. Dif-
ferent goal functions might be used in this task [Wójcik et al., 2023]. Often,
the aim is to maximize the difference of scores between pairs provided by the
DM - if the DM said a is preferred to b, then we are searching for a model
where U(a) − U(b) is maximized. The model has to meet constraints based
on the preference information. If the DM defined two alternatives as indif-
ferent, then their scores have to be equal aIb ⇒ U(a) = U(b). Furthermore,
the utility of a preferred alternative has to be higher than the dominated one
aPb ⇒ U(a) ≥ U(b).

UTA method can be applied to different domains and decision problems.
It suits problems DMs had to solve manually [Gehrlein et al., 2023] before
since it is natural for them to perform pairwise comparisons. The method
has been successfully applied to recommend validators in a blockchain envi-
ronment [Gehrlein et al., 2023], select stocks based on investors’ preferences
[touni et al., 2019], evaluate risk in maritime transport [Stavrou et al., 2017],
or optimize urban planning [Chhipi-Shrestha et al., 2018].

DRSA

Dominance-based Rough Set Approach (DRSA) [Greco et al., 2001] is an
extension of the rough set approach [Pawlak, 1982]. It was designed for a
classification task with predefined ordered classes. Alternatives are described
on criteria of either cost or gain type. Thus, the novel approach can incor-
porate dominance relation. The main idea behind this algorithm is to not
assign a dominated alternative to a more preferred class.
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Preference information provided by a DM takes the form of reference
alternatives’ assignments to predefined decision classes. Those assignments
are firstly preprocessed to detent inconsistencies where a worse alternative
is assigned to a higher class. Then, a clean dataset is used to produce a
mathematical model, which will be later exploited to classify the remaining
alternatives. The model usually takes the form of decision rules. However,
different algorithms can be used as well [Minz and Jain, 2003].

The main advantage of decision rules is their simplicity, allowing for high
interpretability while still achieving results of high quality. They are stored
in an if-then form where the if part consists of a conjunction of simple con-
straints on each criterion independently, and then the part represents an
assignment either to one particular class or to a union of classes.

This algorithm has been widely applied to many real-world problems. It
was used to detect financial fraud [Błaszczyński et al., 2021], evaluate credit
risk [Silva et al., 2021], selection of speed limits [Augeri et al., 2015], or urban
development planning [Oppio et al., 2020].

2.4 Imperfect learning data

Data imperfections can take various forms and be implied for different rea-
sons. Nevertheless, they negatively impact the decision-making process. In
what follows, imperfectness regarded in this thesis is described.

Preference information tends to be incomplete, especially when it is pro-
vided as examples of decisions. This knowledge is ambiguous by its very na-
ture. No matter if the information is provided as an assignment of reference
alternatives to the predefined classes or a pairwise comparison of alternatives,
in most cases, an infinite number of models reflecting reference examples can
be created. These models can lead to different outcomes, and picking just one
of them might lead to results poorly reflecting the properties of all remaining
ones.

Group decision-making involves more than one DM, which results in more
than one point of view. Preferences of DMs are often conflicting to some ex-
tent, which makes them imperfect. To work out a group compromise recom-
mendation, performing an aggregation on the input or the output is necessary.
What is more, DMs do not have to be equal. The hierarchy of the DMs has
to be included in the aggregation process.

Providing weights associated with each criterion is a popular way to ob-
tain preference information used by various algorithms. DM is supposed to
either provide a precise number, which is a cognitively hard task, or select
weights from the predefined set, which is imprecise. Some procedures allow
DM to provide a ranking of criteria instead of weights. This task is less
demanding cognitively. However, the provided information is ambiguous.
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Chapter 3

Results

3.1 Incomplete preference information

One form of acquiring preference information from DMs is to ask them to
provide examples of decisions. They can be expressed depending on the
type of problem, for example, by assigning alternatives to classes or defining
relations between reference alternatives. Such information is inherently in-
complete since it concerns a small subset of all alternatives. Moreover, there
are usually multiple mathematical models leading to the same evaluation
of alternatives assessed by the user, while varying in the evaluation of the
remaining alternatives.

One of the results of the dissertation is the development of a robust
procedure for the induction of decision rules based on sample assignments of
alternatives to classes presented in publicationP5. In the proposed approach,
rules are induced independently from each reduct. Then, the relevance of
individual rules is weighted by the quality of the classification of a given
reduct. This approach is characterized by greater robustness of the solution
compared to the classical approach, where only one set of equivalent rules
is produced. The result of the developed method is the acceptability index
of assignments to each class. Moreover, the algorithm also works correctly
in the case of incomplete preference information regarding the direction of
preferences for individual criteria. The decision maker does not have to
specify the type of criteria since the methods can work with non-monotonic
criteria.

Models are built based on data provided by the user. Therefore, the more
sample decisions given by the user, the higher the precision of the created
model, and thus, the developed recommendation will be of higher quality.
Unfortunately, the size of the given decisions is closely related to the user’s
time and effort. As the quantity of data increases, the DM gets more fa-
tigued during the process, which might lead to less focus and, as a result,
providing examples inconsistent with their real preferences. This observa-
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tion was one of the motivations for developing another procedure described
in publication P10 – an active learning algorithm for the UTA algorithm,
where the preference information is provided as the pairwise comparisons of
alternatives made by the decision maker.

The proposed algorithm algorithm generates questions in the form of a
pair of alternatives (ai, ak) to be compared by the user. This question is
the result of an optimization that aims to maximize the information gain
defined as an improvement of the model’s quality f obtained after answer-
ing this question. The answered questions form a set of constraints S =
{(ai, ak) ∈ A × A | ai ≻ ak} that a model has to meet. All models sat-
isfying these conditions form a set U(S). Each model leads to a ranking
of alternatives. Similarity of two rankings RU ′ , RU ′′ can be scored using
the Spearman rank correlation coefficient [Kokoska and Zwillinger, 2000]

ρ (RU ′ , RU ′′ , A) = 1 −
6 ·∑ai∈A[RU ′(ai, A) −RU ′′(ai, A)]2

m(m2 − 1)
. To measure the

quality of the current set of constraints, the minimal value of the Spear-
man rank correlation coefficient between two rankings in the allowed set is
used fρ (U(S)) = minU ′,U”∈U(S) ρ(RU ′ , RU”, A). The question after which
this metric is the highest is selected.

H (U(S), A) = arg max
{ai,ak}∈Q(U(S))

fρ (ai, ak,U(S))

= arg max
{ai,ak}∈Q(U(S))

min {fρ(U(S ∪ (ai, ak)), fρ(U(S ∪ (ak, ai)))} .

This procedure requires fewer answers from the DM to produce a high-
quality model compared to the classical approach, in which the DM creates
the questions and answers them. What is more, a variant of this method in
which questions are based not on real alternatives but on artificial objects
generated just for this purpose has also been developed. It allows us to find
the optimal question, maximizing the information gain. Thus, an even lower
number of questions is needed.

Both variants were tested on a set of more than 100 real DMs who were
experts in the domain of the problem (in this case, the choice of cryptocur-
rency validators), however, with no knowledge related to MCDA algorithms.
Despite this fact, they could effectively use the developed tool, demonstrat-
ing the low entry-level required to use the methods and obtain high-quality
results properly. The relevance of these observations is enhanced by the fact
that in the experiment conducted, users had money at their disposal, which
was invested for a certain time according to the recommendations developed
by the novel algorithm. Thus, it motivated rational behavior and profit maxi-
mization. For both variants, the algorithm’s recommendations outperformed
manual choices done by the experts.
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Table 3.1: Definition of distances δ(R
′
ij , R

′′
ij) between different pairs of rela-

tions Roy and Slowinski [1993].

R
′
ij/R

′′
ij aiP

+aj aiP
−aj aiIaj ai?aj

aiP
+aj 0 4 2 3

aiP
−aj 4 0 2 3

aiIaj 2 2 0 2
ai?aj 3 3 2 0

3.2 Group decision-making dealing with
inconsistency

In many real cases, there is more than one decision-maker interested in solv-
ing a decision problem. Moreover, they may represent various points of view,
making their preferences contradicting. This leads to inconsistent preference
information, which must be processed accordingly, and the final recommen-
dation should be a compromise solution.

Within the field of MCDA, many methods have been developed. Some
of them have become very popular and have many extensions which have
been applied to solve different problems. These methods are well-tested and
trusted by many users. Unfortunately, they are mostly dedicated to decision-
making problems in which there is only one decision maker; hence, they
cannot be used directly to solve group decision problems.

The goal of the solution proposed in publication P6 was to create a family
of procedures in which methods suitable for problems with a single decision
maker can be used for problems with multiple decision makers. This is a more
generic approach than creating another method dedicated to one specific type
of problem. It allows well-tested and popular methods to be used in a broader
context. In addition, decision makers do not need to familiarize themselves
with the characteristics of the new method, as they can continue to use the
one they have been using so far.

The developed solution focuses on the ranking problems. We considered
both complete and partial rankings. The latter allows for the incomparability
of alternatives. In this approach, any MCDA algorithm returning a ranking
is applied independently for each DM, and the aggregation phase takes place
on the resulting rankings without interfering with the ranking process itself.
The problem was modeled as an optimization task, which aims to find the
ranking closest to the rankings obtained for all DMs. To measure the distance
between two rankings R

′
and R

′′
a metric introduced in Roy and Slowinski

[1993] was used. It is decomposed into relations R
′
ij and R

′′
ij , respectively,

for all pairs of alternatives ai, aj ∈ A, such that i < j. Then the distance can
be computed as follows

∑
i,j i<j δ(R

′
ij , R

′′
ij).. Distances proposed by Roy and

Slowinski [1993] are presented in Table 3.1
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Two objective functions were considered. A utilitarian approach, in which
we look for a solution that minimizes the average distance from all rankings
[Govindan et al., 2017]

∑

R∈R

1

|R|
∑

i,j i<j

δ(RU
ij , Rij).

Furthermore, weights can be introduced denoted as wR for each ranking
R ∈ R, we account for the following function

∑

R∈R

1

|R|wR

∑

i,j i<j

δ(RU
ij , Rij).

. The other function is an egalitarian approach, in which the maximum
distance is minimized

maxR∈R{
∑

i,j i<j

δ(RE
ij , Rij)}.

Appropriately adapted metaheuristic algorithms, such as simulated an-
nealing or genetic approaches, were used to solve this optimization task, as
well as methods developed specifically for this problem. These algorithms
were tested on multiple sets of rankings with specific characteristics gen-
erated specifically for testing how these methods perform under different
circumstances. Data from a real decision-making problem were also used to
verify these methods’ quality. The results obtained were of high quality, as
well as efficient in terms of computation time. Therefore, it is also possible to
apply this procedure not only to group decision-making problems, where the
total number of rankings does not exceed a few dozen but also to rankings
derived from the Stochastic Multi-criteria Acceptability Analysis (SMAA),
where their number can reach thousands.

Besides two main metrics, namely utilitarian and egalitarian distances,
time of computations was also used to evaluate algorithms. There is a clear
trade-off between the time and the quality of obtained results. Methods
returning better results regarding distance between the compromise ranking
and input ones tend to require more time than algorithms returning worse
solutions. A combination of local search and genetic approaches dominated
the remaining algorithms when taking the quality of the results but was also
the slowest method. On the other hand, simple heuristics was the fastest
while producing the poorest solutions.

Publications P1 tackles the problem of sorting in group decision-making.
The proposed approach is based on applying a suitable method separately
to each DM and then aggregating results. To solve the sorting problem
SMAA with ELECTRE TRI-rC [Kadziński et al., 2015] algorithm was used.
This procedure returns acceptability indexes for each class. Firstly, the class
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range stochastic acceptability index CRSAIk(a, [hL, hR]) is defined as the
proportion of weights compatible with the DMk’s preferences leading to the
assignment of the alternative a to the range of classes [hL, hR] was calculated.
Then, it is used to compute the cumulative class stochastic acceptability
index CuCSAIk(a, h) defined as a fraction of weights assigning alternative
a to class h. Finally, after repeating this procedure separately for each DM,
the indexes are aggregated to compute a cumulative group class stochastic

acceptability index CuCSAI(a, h) =
∑K

k=1 CuCSAIk(a,h)
K

3.3 Lack of preference information

Lack of preference information is a specific type of imperfect learning data.
This situation was considered in publication P8, tackling multiple criteria
optimization of human resource scheduling in public transport in the city of
Poznan. The goal functions reflect economic criteria like the percentage of
shifts to which an employee is assigned or equality of deficiencies and social
like home depot indicator or shifts distribution. What is more, multiple con-
straints, including those defined in the labor Code or the drivers’ Hours of
Work Act, must be met. For this purpose, the NSGA-II Deb et al. [2002]
genetic multicriteria optimization algorithm was adapted to find a Pareto
front containing a wide cross-section of solutions. It was necessary to in-
clude solutions satisfying different sets of DMs’ preferences since they were
unavailable at this stage. A variant of the ELECTRE method tailored to this
type of problem and the form of preferential information transfer that suited
the decision-maker was then applied to this front. This method accounts
for decision thresholds, namely indifference, preference, and veto threshold,
allowing modeling data impreciseness.

3.4 Relevant method selection

Over the years, hundreds of MCDA methods have been developed and doc-
umented, along with their extensions and variants. Each algorithm is dedi-
cated to a specific class of decision-making problems and requires input data
of a specific type and format. Due to the large number of methods and strictly
defined conditions for their use, the very problem of selecting a decision sup-
port method can be considered a multiple criteria selection problem, in which
it is the user who needs support. The imperfect nature of the data in this
problem is due to the limited ability of the user to define the requirements.

To solve this problem, the MCDA-MSS system, presented in publication
P7, was developed and implemented to support the selection of an appro-
priate method based on the description of the problem and the user’s ex-
pectations. More than 200 MCDA algorithms have been classified in this
system, and each method has been described on more than 150 attributes.
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In most cases, the user will not be able to precisely specify his requirements
by defining all of them. Moreover, the number of methods cannot cover all
possible combinations of values on attributes. For this reason, it is possible
that no method fully meets the decision-maker’s preferences. The developed
system addresses both described situations.

In case no method meets all the criteria given by the user, the key con-
straints that must be met and optional ones that can be ignored if needed.
This procedure continues until there is at least one method that meets all the
key constraints. The system guides the user to avoid situations where overly
detailed constraints are provided that no method meets. An additional ben-
efit of this mechanism is the possibility to identify areas where there are no
suitable methods, making it possible to direct research into the development
of new algorithms accordingly.

When the description of the requirements is incomplete, the system can
return all classified methods that meet the given constraints. At the same
time, a question minimizing the search space is recommended to reduce the
number of matching algorithms as much as possible. Each question and
attribute is described in detail and in an exhaustive way, making it easy
for users to provide their preferences without having extensive specialized
knowledge of the various methods and their parameters. The system also
has other user interaction mechanisms to facilitate its usage. The number of
corresponding methods is shown in real-time, and the user is also aware of
how the number will change when further restrictions are given.

This system helps reduce the number of situations in which the wrong
method is selected or misused. It can help increase the popularity of the
entire field of MCDA since a DM without a huge knowledge of the subject
can choose the right method for a given problem and apply it accordingly.

3.5 Robust weight calculation methods

An extension of the Simos-Roy-Figueira (SRF) procedure for determining
criteria weights was proposed in publications P2 and P3. In the original ap-
proach, preference information in the form of criteria ranking and a precisely
stated ratio of the importance of the most important to the least important
criterion is arbitrarily transformed into a precise vector of criteria weights
according to an established procedure. This result is only one among poten-
tially infinitely many vectors of weights consistent with the DM’s preferences.
The imperfectness here is the form of the preference information, which does
not define the weights precisely. In addition, the need to provide an exact
value for the ratio of the criteria weights may result in the DMs providing
a value that is not an accurate reflection of their preferences, as this is a
cognitively intensive task.

14



In the developed approach, the output is not one particular vector of
weights but a set of all weights vectors satisfying constraints based on the
DM’s preferences. Moreover, the decision-maker does not have to precisely
define the ratio of importance between the first and last criteria. The pref-
erential information is used to determine a space of weights consistent with
it. This space is then sampled using Monte Carlo simulation. Each vector
of weights obtained within this simulation is later used in a classical MCDA
algorithm requiring criteria weights as an input. Results of multiple runs
for different weights are then aggregated to determine acceptability indices,
which are then translated into a final robust solution.

Preference information is provided as a ranking of criteria. The procedure
of working the ranking out involves using cards with criteria names and blank
cards, which might be used to differentiate the intensity of preference between
different groups. This procedure leads to successive groups of criteria Ls and
Ls+1 with es blank cards inserted between them. Each criterion gj belongs to
exactly one group. Criteria denoted by the DM as indifferent belong to the
same group. The user must also provide the ratio of importance Z between
the most significant group Lv and the least significant group L1. Finally,
the minimal λ∗ and maximal λ∗ credibility threshold λ must be provided.
The whole preference information is transformed into a set of constraints
E defining an allowed space of weights and credibility thresholds (w, λ)DM

compatible with the preferences of the DM.

(w, λ)DM =





wi > wj gi ∈ Lt, gj ∈ Ls, t > s

wi = wj gi, gj ∈ Ls

wj+1 − wj > wp+1 − wp ej > ep

wi = Z ∗ wj gi ∈ Lv, gj ∈ L1

wj > 0 j = 1, ...,m∑m
j=1wj = 1

λ∗ ≤ λ ≤ λ∗

The approach was adapted to two types of problems. The first problem
involved a selection problem using the ELECTRE I method. In this variant,
acceptability indexes were based on the comparison of pairs of alternatives
and the relationships between them. These were used to build an outrank-
ing graph, from which the graph kernel was extracted. Both the graph and
its kernel obtained in this way are characterized by significantly higher ro-
bustness compared to the approach based on a single vector of weights. The
motivation for developing this solution was the problem of selecting a logistics
service provider.

The second problem was the assignment of alternatives to predefined or-
dered classes. Acceptability indices describe the assignment to classes for
different alternatives. Thus, all models consistent with the DMs’ preferences
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were considered not just an arbitrarily selected one, potentially leading to a
solution being an outlier. The adapted procedure was used with the ELEC-
TRE TRI-rC method. In this task, 13 insulating materials described on six
criteria had to be assigned to one of three classes denoting its sustainability
level based on the preferences of 38 rural buildings’ owners playing the role
of the DMs.

3.6 Neural networks dealing with imperfect data

Current decision support processes are multidisciplinary and benefit from
development in many areas. Tools designed to aid decision processes can
be based on machine learning algorithms. These algorithms are data-driven,
so they rely almost exclusively on training data. The quality of the data
directly translates into the quality of the model and its results. This is
especially evident in modern neural networks, which, in order to unlock their
full potential, need large volumes of training data of good quality. Otherwise,
the models might learn the imperfection present in the data and treat it as
an actual signal.

In publications P4 and P9, two recurrent neural architectures that have
greater robustness than classical approaches were proposed. In both cases,
it was motivated by the real decision-making problem to be solved. The first
was to predict electricity consumption for enterprises of different types. Be-
cause of the wide variety of their energy usage, the standard approach would
be to train an independent model for each company. In this approach, when
imperfect learning data are used for one entity, the model would not have a
chance to work correctly. For this purpose, a special architecture of a recur-
rent neural network was proposed, in which static metadata are processed
simultaneously along with time series. In the considered problem, data like
size and type of enterprise or its location were used as the static input, while
the energy consumption time series were used as a classical dynamic input.
With this approach, it was possible to expose the model simultaneously to
multiple enterprises, as the additional static features allowed the model to
distinguish between them. In addition, it was possible to interpolate using
these values, so even if the data was wrong for one company, the model could
still make the correct prediction based on the energy consumption curves
for neighboring values. It is worth noting that even though this approach
was developed for a specific problem, it can be generalized and applied to
problems in another domain with similar characteristics.

In classical Recurrent Neural Network (RNN) models [Rumelhart et al.,
1986], the current input xt is used together with the hidden state of the
previous time step ht−1 to generate the current hidden state ht.

ht = σh(Whxt + Uhht−1 + bh),
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where Wh, Uh and bh denote trainable parameters of the neural network
and function σh stands for the activation function. One of the most popular
variants of RNN called Long Short-Term Memory (LSTM) [Hochreiter and
Schmidhuber, 1997] introduces a more complex model of a single neuron.

it = σg(Wixt + Uiht−1 + bi),

ot = σg(Woxt + Uoht−1 + bo),

ft = σg(Wfxt + Ufht−1 + bf ),

ct = ft ◦ ct−1 + it ◦ σc(Wcxt + Ucht−1 + bc),

ht = ot ◦ σh(ct),

where the activation function σg is a sigmoid function, while σc and σh are
hyperbolic tangent functions. Vectors c and h are the outputs called cell
and hidden states, respectively. When processing a given timestamp, output
obtained for the previous one is used as well in the calculation. It cannot be
acquired when the very first timestamp is introduced. In the default imple-
mentation, an initial state with zero-value vectors is used in this situation.

c -1 = (0, 0, . . . , 0),

h -1 = (0, 0, . . . , 0).

In the new approach, two additional Feed-forward Neural Networks (FNNs)
are introduced (FNNc, FNNh) to derive the initial state from static input
data s. Both FNNs take static data as an input and return initial states as
an output.

c -1 = FNNc(s),

h -1 = FNNh(s).

It allows firstly to properly transform static data since the transition is part
of the overall model training, and secondly to assert the proper shape of the
data since the size of the output if easily configurable by the number of units
in the last layer.

This architecture was used as a component of another model described in
publication P9, which aimed to be part of a leak detection and localization
system in pipelines transporting liquid fuels. Most methods for this problem
are sensitive to various types of data imperfections. In practice, issues with
sensors located along the pipeline or with communication are possible. A
neural network architecture was developed, in which a set of observations
with their description is given as input. In this case, it was the location of
the sensor on the pipeline and the time of measurement. Based on this, the
model builds a picture of the current situation on the pipeline in the so-called
latent variable. In the second phase, this image can be used, and based on a
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query, also in the form of location and time, the model generates the corre-
sponding time series. Due to the fact that any number of observations can
be given as input, the model is immune to problems with one or even several
sensors. It is sufficient to use several combinations of sensors independently
for this purpose. Also, this model can be successfully applied to problems
from another domain, like predicting traffic congestion.
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Chapter 4

Summary

The field of MCDA aims to support DM in solving decision problems. Al-
ternatives described on more than one criterion, together with DM’s prefer-
ences, are used to build a model, which will later be exploited to produce a
recommendation. Real-world decision problems are characterized by a higher
uncertainty than theoretical ones. Provided data are often imprecise, which
might affect both alternatives description as well as the preferences. In such
situations, algorithms must be aware of these possibilities and be robust to
data imperfection.

In the thesis, different extensions and procedures addressing various data
imperfections were proposed. Notably, the development of novel algorithms
was motivated by real-world decision problems and data issues. The new
methods’ quality was tested on real problems, and they were proven to work
as intended.

One of the tackled problems involves group decision-making. When more
than one DM is responsible for making a decision, a method has to deal with
conflicting preferences, which are additionally often imprecise. For a ranking
problem, a generalized framework was proposed within which any MCDA
method producing a ranking of alternatives can be applied separately for each
DM. Then, results are aggregated to produce a compromise ranking based on
the preferences of all DMs. A similar technique was used for a problem with
imprecise information in the form of a criteria ranking provided by multiple
DMs. Such information was used to derive a space of acceptable weights in
a SMAA. Then, robust indices obtained for each DM were aggregated into
a group recommendation.

The next topic covered in the thesis is elaborating robust methods for
weight calculation. Instead of arbitrarily selecting one vector of weights, the
whole space of acceptable weights was used to produce a robust recommen-
dation based on the SMAA. Such results address the imperfectness related
to the indetermination of an assumed preference model. This approach was

19



applied to the choice problem as well as the sorting problem.

Furthermore, providing example decisions is one of the easiest ways to
obtain preference information from a DM. However, the information in this
form is incomplete. In the thesis, efficient methods of acquiring preference
information using active learning to generate pairs of alternatives to be com-
pared by the DM were proposed. The question results from an optimization
process aiming to maximize the information gain and, therefore, the quality
of a model. Additionally, robust techniques for handling data expressed as
class assignments were proposed.

Selecting a proper method for a given decision problem is a complex
issue. Choosing the appropriate algorithm might lead to incorrect operation
and, therefore, wrong recommendations. In the thesis, a system allowing
for efficient searching for MCDA algorithms meeting given requirements was
proposed. Based on the problem descriptions, a suitable method is proposed.

A neural network is a mathematical model that can be used in decision-
making. This approach relies on a vast amount of high-quality data. Two
neural architectures were proposed for more robust time series transformation
using static data. The novel approach minimizes the impact of imperfect data
by including additional static descriptions in the learning phase.

Nowadays, more and more complex problems are processed in computer
systems. The high availability of data allows for the wide use of artificial
intelligence and computer-based decision-solving tools. Unfortunately, clas-
sical algorithms can rarely be used in practice due to their limitations. Often,
they are suitable for small theoretical problems with well-defined structures
and high-quality data. Due to these constraints, the use of MCDA methods
in practice is limited. Novel techniques presented in this thesis were success-
fully applied to real problems with all their flaws. Thanks to them, the field
of MCDA is open to new directions, such as big data, and will increase its
usability in practice.
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Abstract We present a group decision making framework for evaluating sustainabil-
ity of the insulating materials.We tested thirteen materials on amodel that was applied
to retrofit a traditional rural building through roof’s insulation. To evaluate the mate-
rials from the socio-economic and environmental viewpoints, we combined life cycle
costing and assessment with an adaptive comfort evaluation. In this way, the perfor-
mances of each coating material were measured in terms of an incurred reduction of
costs and consumption of resources, maintenance of the cultural and historic signif-
icance of buildings, and a guaranteed indoor thermal comfort. The comprehensive
assessment of the materials involved their assignment to one of the three preference-
ordered sustainability classes. For this purpose, we used a multiple criteria decision
analysis approach that accounted for preferences of a few tens of rural buildings’
owners. The proposed methodological framework incorporated an outranking-based
preference model to compare the insulating materials with the characteristic class
profiles while using the weights derived from the revised Simos procedure. The ini-
tial sorting recommendation for each material was validated against the outcomes of
robustness analysis that combined the preferences of individual stakeholders either at
the output or at the input level. The analysis revealed that the most favorable materi-
als in terms of their overall sustainability were glass wool, hemp fibres, kenaf fibres,
polystyrene foam, polyurethane, and rock wool.
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1 Introduction

This paper presents a group decision framework for evaluating sustainability of the
insulating materials to retrofit traditional rural buildings. The importance of this
research derives from the previous studies on both retrofitting solutions tailored to
traditional rural buildings as well as judging an overall desirability of coating mate-
rials (see, e.g., Krarti 2015; Fabbri et al. 2012; Ma et al. 2012; Yung and Chan 2012;
Martínez-Molina et al. 2016). These studies prove that energy efficiency and thermal
comfort are crucial for the maintenance of historic buildings.

The context of the study is that of a typical farmhouse in central Italy. The incor-
porated building model derives from the analysis of over 800 farmhouses surveyed
by the census of the scattered rural buildings of the municipality of Perugia (Umbria
region). The high landscape values of traditional buildings and the legislation about
their preservation prevent external alterations (Mazzarella 2015). Therefore, the most
viable solutions are to intervene on the roof of these structures, increasing their ther-
mal inertia with coating materials (Verbeeck and Hens 2005; Kumar and Suman 2013;
Taylor et al. 2000).

We comprehensively evaluate the materials for the roof insulation by considering
economic, social, and environmental viewpoints. For this purpose, we incorporate a
life cycle costing (LCC) approach, a life cycle assessment (LCA), and a dynamic
thermal simulation for the evaluation of energy savings and thermal comfort. As such,
we aim at identifying the materials that guarantee the indoor thermal comfort, at the
same time reducing the consumption of resources in their entire life cycle as well as
maintaining cultural and historic significance of the buildings. In this perspective, we
differentiate from the vast majority of previous studies concerning coating materials
which incorporate a mono-disciplinary approach (Copiello 2017).

To provide an overall sustainability assessment of coatingmaterials, we incorporate
Multiple Criteria Decision Analysis (MCDA). MCDA offers a diversity of approaches
designed for providing the decision makers (DMs) with a recommendation concern-
ing a set of alternatives evaluated in terms of multiple conflicting points of view. Few
applications of MCDA methods for the evaluation of building materials, which are
reported in the literature (Ginevicius et al. 2008) deal mainly with the environmental
sustainability of materials (Papadopoulos and Giama 2007; Khoshnava et al. 2016).
Some combinations of LCA and MCDA were considered by Santos et al. (2017)
and Piombo et al. (2016). Applications which included both LCC and LCA for the
definition of criteria to be used in MCDA are still rare (Piombo et al. 2016). Deci-
sion analysis methods used in the above-mentioned studies involved different variants
of AHP (Motuziene et al. 2016; Khoshnava et al. 2016), PROMETHEE II (Kumar
et al. 2017), Weighted Sum, TOPSIS (Čuláková et al. 2013), VIKOR, and COPRAS
(Ginevicius et al. 2008).

From the viewpoint of MCDA, our study differs from the aforementioned ones in
terms of the following major aspects:
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• We formulate the considered problem in terms of multiple criteria sorting, thus
aiming at assigning the materials to a set of pre-defined and ordered sustainability
classes (categories) rather than at ordering them from the best to the worst;

• Weassess the insulatingmaterialswhile taking into account preferences ofmultiple
DMs (owners of rural houses), thus incorporating group decisionmaking tools into
the evaluation framework;

• The adopted assignment procedure builds upon outranking-based comparison of
the insulating materials with the characteristic profiles composed of the per-class
most representative performances on all criteria (Kadziński et al. 2015b);

• The research results are validated against the outcomes of robustness analysis that
takes into account all sets of weights compatible with either the ranking of criteria
provided by each DM within the revised Simos (SRF) procedure (Figueira and
Roy 2002) or a group compromise ranking of criteria that is constructed with an
original procedure proposed in this paper.

The remainder of the paper is organized in the following way. In the next section,
we review the existing group decision making methods for multiple criteria sorting.
Section 3 describes a three-stage decision aidingmethod that has been used to evaluate
the insulating materials while taking into account preferences of a group of stakehold-
ers. Section 4 exhibits comprehensive results of multiple criteria assessment of the
insulating materials. The last section concludes.

2 Review of Multiple Criteria Sorting Group Decision Methods

The objective of the case study presented in this paper is to give an easily inter-
pretable comprehensive assessment of the insulating materials’ sustainability. This is
achieved by assigning them to a set of pre-defined and ordered decision classes based
on their performances on multiple criteria (Kadziński et al. 2015b). While computing
the sorting recommendation, we account for the preferences of a group of experts and
stakeholders. This requires implementation of a group decision making framework.

As real-world situations often involve multiple stakeholders, some methods have
been proposed to support groups in making collective sorting decisions (Daher and
Almeida 2010). These approaches can be distinguished at different levels. In partic-
ular, they differ in terms of a preference model employed to represent preferences
of the DMs. Furthermore, an underlying classification rule may involve analysis of
a single preference model instance or all sets of parameters compatible with the DMs’
preference information. Moreover, sorting methods can be divided with respect to the
level onwhich individual viewpoints are aggregated (Dias and Climaco 2000). Finally,
some approaches account for the importance degrees of the involved DMs, while other
methods assume that all DMs play the same role in the committee.

Among multiple criteria sorting group decision methods, outranking-based
approaches are prevailing. Most decision support systems in this stream incorporate
Electre TRI-B (Yu 1992; Roy 1996). For example, Dias and Climaco (2000) proposed
an approach that admits eachDM to specify imprecise constraints on the parameters of
an outranking model, then exploits a set of compatible parameters using robust assign-
ment rule, and finally aggregates individual perspectives in a disjunctive or conjunctive
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manner (thus, not accounting for the DMs’ powers). The former accepts an assignment
if it is justified by at least one DM, whereas the latter confirms some classification
only if it is consistent with the preferences of all DMs. In this way, a group may agree
on some result even if its members do not share the same model parameters. This
idea was extended by Damart et al. (2007) to an interactive preference disaggregation
approach that accepts assignment examples provided by different DMs. The method
incorporates robustness analysis by deriving for each DM the possible class assign-
ments (confirmed by at least one compatible preferencemodel instance) and guides the
group on sorting exemplary alternatives by exhibiting the levels of consensus between
the DMs. Analogously, Shen et al. (2016) developed an adaptive approach under intu-
itionistic fuzzy environment that allows to reach a classification with an acceptable
individual and group consensus levels. Moreover, de Morais Bezerra et al. (2017)
enriched Electre TRI-B with the tools for visualizing the comparison of individual
results and procedures for guiding the changes of model parameters for deriving a
better consensus.

Furthermore, Jabeur and Martel (2007) proposed a framework, which derives a
collective sorting decision at the output level from the individual non-robust classi-
fications by additionally accounting for the relative importance of group members.
Then, Morais et al. (2014) used a stochastic variant of Electre TRI-B, called SMAA-
TRI, to consider uncertainty in criteria weights and to derive for each DM the shares
of the relevant parameter vectors that assign a given alternative to a certain category.
An overview of thus obtained individual results leads to a collective recommendation.
Conversely, Cailloux et al. (2012) employed assignment examples provided by mul-
tiple DMs for reaching an agreement at the input level. In particular, they proposed
some linear programming models for deriving a joint set of boundary class profiles
and veto thresholds.

As far as outranking-based sorting approaches incorporating a model typical for
PROMETHEE are concerned, Nemery (2008) extended the FlowSort method to group
decision making. His proposal derives an assignment for each alternative from its rela-
tive comparison (strength and weakness) against the boundary or central class profiles
specified by each individual DM. A similar idea was implemented by Lolli et al.
(2015) in FlowSort-GDSS. The underlying procedure derives class assignments by
comparing comprehensive (global) net flows of alternatives and reference profiles.
The proposed sorting rules distinguish between scenarios in which analysis of the
individual assignments leads to either univocal or non-unanimous recommendation.
Although the viewpoints of different DMs are aggregated at the output level, the
method defines some consistency conditions on the preference information (in partic-
ular, reference profiles) provided by the individual DMs.

The majority of existing value-based approaches derive a sorting recommendation
incorporating robustness analysis and not differentiating between the roles played by
the DMs. In particular, the UTADISGMS-GROUPmethod (Greco et al. 2012) accounts
for the assignment examples provided by each DM and derives collective results that
concern two levels of certainty. The first level refers to the necessary and possible
consequences of individual preference information,which is typical forRobustOrdinal
Regression (ROR) (Greco et al. 2010;Kadziński et al. 2015b). The other level is related
to the necessity or possibility of a support that a particular assignment is given in the
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set of DMs. This method was further adapted by Liu et al. (2015) to account for the
uncertain evaluations represented with the evidential reasoning approach, to provide
somemeasures on the agreement between the DMs, and to derive a collective univocal
assignment.

Conversely, Kadziński et al. (2013) aimed at a joint representation of assignment
examples provided by all DMs by a set of additive value functions and investigating
the necessary and possible consequences of applying the latter on the set of alterna-
tives. When there is no value function compatible with preferences of all DMs, some
linear programming techniques can be used to remove aminimal subset of inconsistent
assignment examples. A similar approach was proposed by Cai et al. (2012), though
additionally accounting for the DMs’ priorities. The latter ones intervene in the selec-
tion of a representative value function and in resolving inconsistency in the provided
assignment examples. These priorities are updated with the progressive preference
elicitation process to reflect the preciseness, quantity and consistency of the example
decisions supplied by each DM.

Finally, when it comes to using “if…then…” decision rules for representing prefer-
ences of theDMs, one proposed various extensions of theDominance-basedRoughSet
Approach (DRSA) (Greco et al. 2001). These accept preference information in form of
individual assignment examples. First, Greco et al. (2006) introduced some concepts
(e.g., multi-union and mega-union) related to dominance with respect to minimal pro-
files of evaluations provided by different DMs. Then, Chen et al. (2012) proposed to
aggregate the recommendations suggested by individual linguistic decision rules into
an overall assignment be means of a Dempster–Shafer Theory. The crucial concepts
incorporated in the DRSA sorting method proposed by Sun and Ma (2015) are a dom-
inance relation on the set of multiple sorting decisions (each provided by an individual
DM) and a multi-agent conflict analysis framework. Furthermore, Chakhar and Saad
(2012) and Chakhar et al. (2016) illustrated how to combine individual approxima-
tions of class unions and derive collective decision rules that permit classification of
all alternatives in a way consistent with the judgments of all DMs. These approaches
measure the contribution of each expert to the collective assignment in terms of the
individual quality of classification. Finally, Kadziński et al. (2016) adapted the prin-
ciple of ROR to a group decision framework with DRSA, thus considering all sets
of rules compatible with the individual assignment examples and combining their
indications only at the output level.

In this paper, we propose an outranking-based group decision approach that incor-
porates Electre TRI-rC. Thus, it derives the assignments by comparing alternatives
with the characteristic class profiles rather than with the boundary profiles as in Elec-
tre TRI-B. The basic procedure we use takes into account a single preference model
instance (incorporating criteria weights derived from the SRF procedure) for each DM
and aggregates the individual viewpoints at the output level. While still aggregating
the preferences at the output level, we extend the basic framework to offer results of
robustness analysis with multiple sets of parameters compatible with the DMs’ value
systems. Additionally, we propose a new algorithm for constructing a group com-
promise ranking of criteria, hence offering aggregation of the individual viewpoints
also at the input level. At all stages, we assume that the involved stakeholders have
the same importance degrees. Moreover, instead of providing precise assignments,
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our framework offers acceptability indices indicating the support that is given to the
assignment of each alternative to various classes by different DMs and/or preference
model instances compatible with their preferences.

3 Multiple Criteria Decision Analysis Method for the Assessment of
Insulating Materials

This section describes a three-stage multiple criteria decision analysis method that has
been used to evaluate the insulating materials while taking into account preferences
of a group of stakeholders. Firstly, we discuss the Electre TRI-rC method (Kadziński
et al. 2015b) that has been employed to assign the materials to a set of pre-defined
and ordered classes. It incorporates the SRF procedure to compute the criteria weights
(Figueira and Roy 2002). The method has been extended to a group decision setting
to derive for each material some group class acceptability indices, which indicate the
proportion of stakeholders that accept an assignment of the material to a given class.
Secondly, we have adapted Stochastic Multi-criteria Acceptability Analysis (SMAA;
Lahdelma and Salminen 2001; Tervonen and Figueira 2008; Tervonen et al. 2007) to
the context of Electre TRI-rC and SRF procedure. It has been used to conduct robust-
ness analysis (Roy 2010) for the results obtained in the first part, i.e., to validate their
certainty while avoiding the arbitrary choice of criteria weights, which is conducted by
the SRF procedure. Thirdly, we have proposed an algorithm for constructing a group
compromise ranking of criteria based on the orders provided by the individual DMs.
This ranking of criteria has been used as an input for SMAA to offer yet another view
on the stability of computed results.

Let us use the following notation (Kadziński et al. 2015a):

• A = {a1, a2, . . . , an} is a set of alternatives (insulating materials);
• G = {g1, g2, . . . , gm} is a family of evaluation criteria that represent relevant
points of view on the quality of assessed alternatives;

• g j (a) is the performance of alternative awith respect to criterion g j , j = 1, . . . ,m
(when presenting themethod, without loss of generality, we assume that all criteria
are of gain type, i.e., the greater the performance, the better);

• C1,C2, . . . ,Cp are the preference ordered classes to which alternatives should be
assigned; we assume that Ch is preferred to Ch−1 for h = 2, . . . , p.

3.1 Assessment of Insulating Materials Within a Group Decision Framework
Incorporating Electre TRI-rC and the SRF Procedure

In this section, we present the Electre TRI-rC method (Kadziński et al. 2015b) that is
used to assign the materials to a set of pre-defined and ordered classes. The method
derives for each material a possibly imprecise assignment by constructing and exploit-
ing an outranking relation S (Figueira et al. 2013). This relation quantifies an outcome
of the comparison between the materials and a set of characteristic class profiles
(Rezaei et al. 2017). In what follows, we discuss the main steps of the incorporated
approach.
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Step 1 For each class Ch , provide the most typical (representative) performances
on all criteria g j , j = 1, . . . ,m, thus specifying the characteristic profiles bh , h =
1, . . . , p (Almeida Dias et al. 2010). Defining such profiles was found intuitive and
manageable by the involved experts, which was the main reason for incorporating
Electre TRI-rC in the study. The set of all characteristic profiles is denoted by B.

Steps 2–7 are conducted separately for each DecisionMaker (DMk , k = 1, . . . , K )

in ∂K = {DM1, DM2, . . . , DMK }.
Step 2 Determine the weight wk

j of each criterion g j , j = 1, . . . ,m, using the SRF
procedure (Figueira and Roy 2002). This method expects DMk to:

• Assign some importance rank lk ( j) to each criterion g j ; this is attained by ordering
the cardswith criteria names from the least to themost important (the greater lk ( j),
the greater wk

j ; some criteria can be assigned the same rank, thus being judged
indifferent);

• Quantify a difference between importance coefficients of the successive groups
of criteria judged as indifferent, Lk

s and Lk
s+1, by inserting eks white (empty)

cards between them (the greater eks , the greater the difference between the weights
assigned to the criteria contained in Lk

s+1 and Lk
s );

• Specify ratio Zk between the importances of the most and the least significant
criteria denoted by Lk

v(k) and Lk
1.

These inputs are used to derive the criteria weights as follows (Figueira and Roy 2002;
Corrente et al. 2016):

wk
j = 1 +

(
Zk − 1

) [
lk ( j) − 1 + ∑l( j)−1

s=1 eks
]

v (k) − 1 + ∑v−1
s=1 e

k
s

.

Steps 3–6 are conducted for each pair consisting of alternative a and profile bh .
Step 3 For each criterion g j compute a marginal concordance index ckj (a, bh)

defined as follows:

ckj (a, bh) =
{
1 if g j (a) − g j (bh) ≥ 0,
0 if g j (a) − g j (bh) < 0.

The index quantifies a degree to which a is at least as good as bh on g j . Let us remark
that in our study the experts defined the performances of characteristic profiles on
all criteria by selecting them from the performances of the considered materials. This
facilitated the preference elicitation processwhen dealingwith a set of criteriawith het-
erogeneous performance scales. In this perspective, when comparing the alternatives
with the characteristic class profiles, we decided to exploit only the ordinal character of
criteria and not use the discrimination (indifference and preference) thresholds, which
can be, in general, employed in Electre. That is, in our application, the outranking of
alternative a over profile bh on g j means that g j (a) is at least as good as the most
typical (representative) performance for class Ch on g j of some considered material.
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Step 4 Compute a comprehensive concordance index σ k (a, bh) defined in the fol-
lowing way:

σ k (a, bh) =
∑m

j=1 wk
j c

k
j (a, bh)

∑m
j=1 wk

j

.

The index quantifies a joint strength of a subset of criteria supporting the hypothesis
about a outranking bh (aSkbh). Note that in our study, no criterion was judged strong
enough to be attributed a power to veto against the outranking relation. Thus, no
discordance effect has been considered.

Step 5 Specify the cutting level λk (also called majority threshold), and compare
σ k (a, bh) with λk to verify the truth of a crisp outranking relation aSkbh in the
following way:

σ k (a, bh) ≥ λk ⇒ aSkbh .

The truth of relation bhSka can be verified analogously.
Step 6 Use information on the truth or falsity of aSkbh and bh Ska to check the

validity of:

• a being preferred to bh (aSkbh ∧ not
(
bhSka

) ⇒ a �k bh);
• bh being preferred to a (bhSka ∧ not

(
aSkbh

) ⇒ bh �k a);
• a being indifferent with bh (aSkbh ∧ bhSka ⇒ a ∼k bh);
• a being incomparable with bh (not

(
aSkbh

) ∧ not
(
bhSka

) ⇒ a?kbh).

Step 7 For alternative a determine its desired class intervalCk (a) = [
Ck
L (a) ,Ck

R (a)
]

by applying the assignment rules of ELECTRE TRI-rC (Kadziński et al. 2015b). To
compute the worst class Ck

L (a), compare a successively to bh , for h = p − 1, . . . , 1,
seeking the first (i.e., the best) characteristic profile bh such that:

a �k bh ∧ σ k (a, bh+1) > σ k (bh, a) ,

and select Ck
L (a) = Ch+1. When no such a profile is found, Ck

L (a) = C1.
To compute the best class Ck

R (a), compare a successively to bh , for h = 2, . . . , p,
seeking the first (i.e., the worst) characteristic profile bh such that:

bh �k a ∧ σ k (bh−1, a) > σ k (a, bh) ,

and select Ck
R (a) = Ch−1. In case no such a profile is found, Ck

R (a) = Cp.
Step 8 Combine the individual class assignments for all DMs into group class

acceptability indices E∂ (a, h) (Damart et al. 2007; Kadziński et al. 2016). These
are defined as the proportion of DMs (stakeholders) that accept an assignment of
alternative a to class Ch , i.e.:

E∂K (a, h) =
∑K

k=1 E
k (a, h)

K
,
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where for k = 1, . . . , K :

Ek (a, h) =
{
1 i f Ch ∈ Ck (a) ,

0 i f Ch /∈ Ck (a) .

This measure indicates a cumulative support given to the assignment of a to Ch by all
group members.

3.2 Stochastic Multi-criteria Acceptability Analysis with Electre TRI-rC

The SRF procedure derives the precise weight values from the ranking of criteria,
intensities of preference, and ratio between the most and the least important criteria
provided by DMk applying some arbitrary rule (Figueira and Roy 2002). However,
there exist multiple weight vectors compatible with such incomplete preference infor-
mation. Recently, many researchers have raised the robustness concern in view of the
SRF procedure to quantify the impact of uncertainty in the selection of an arbitrary
weight vector on the stability of computed recommendation. In particular, Siskos and
Tsotsolas (2015) proposed a set of robustness rules for the SRF procedure to obtain
tangible and adequately supported results. Then, Govindan et al. (2017) suggested
to exploit the whole set of compatible weight vectors to construct the necessary and
possible results being confirmed by, respectively, all or at least one compatible vector.
Further, Corrente et al. (2017) adapted the stochastic analysis of recommendation with
the SRF procedure to the context of Electre III. We follow the latter research direction
and integrate Stochastic Multi-criteria Acceptability Analysis (Lahdelma and Salmi-
nen 2001; Tervonen et al. 2007) to handle possibly impreciseweight values compatible
with the ranking of criteria and to derive robust recommendation with Electre TRI-rC.

SMAA applies the Monte Carlo simulation to provide each DM with the accept-
ability indices whichmeasure the variety of different preferences (in particular, weight
vectors) that confirm the validity of particular elements of the recommendation. In our
case, the space wk(SRF) of weight vectors compatible with preferences of DMk is
defined by the following constraint set Ek(SRF) :

[O1] wk
i > wk

j , for all gi ∈ Lk
t , g j ∈ Lk

s and t > s,
[O2] wk

i = wk
j , for all gi , g j ∈ Lk

s ,

[O3] wk
i = Zkwk

j , for all gi ∈ Lk
v(k), g j ∈ Lk

1 ,

[O4] wk
j+1 − wk

j > wk
p+1 − wk

p, if ekj > ekp,
[O5]

∑m
j=1 wk

j = 1,

⎫
⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎭

Ek (SRF)

where the interpretation of different constraints is as follows:

• [O1] ensures that criteria ranked better by DMk will be assigned greater weight;
• [O2] guarantees that criteria deemed indifferent by DMk will be assigned equal
weights;

• [O3] sets the ratio Z between weights of the most and the least significant criteria;
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• [O4] respects the intensities of preference for different pairs of criteria that have
been quantified with the number of inserted empty cards;

• [O5] normalizes the weights.

These constraints also ensure that all weights are positive. For each DMk , each weight
vector w ∈ wk (SRF) and each alternative a ∈ A, we compute the resulting class

assignment Ck
w (a) =

[
Ck

w,L (a) ,Ck
w,R (a)

]
with Electre TRI-rC.

We define the class range stochastic acceptability index CRSAI k (a, [L , R])
(Kadziński et al. 2013) on a range of classes

[
Ck
L (a) , . . . ,Ck

R (a)
]
with L ≤ R

as the proportion of compatible weights w ∈ wk (SRF) that assign alternative a pre-
cisely to the range of classes

[
Ck
L (a) , . . . ,Ck

R (a)
]
. Formally, the index is computed

as follows:

CRSAI k (a, [hL , hR]) = ∫w∈wk (SRF) m (w, a, [hL , hR]) dw,

where m (w, a, [hL , hR]) is the class range membership function:

m (w, a, [hL , hR]) =
{
1, i f Ck

w,L (a) = ChL and Ck
w,R (a) = ChR ,

0, otherwise.

Further, we compute the proportion of w ∈ wk (SRF) for which Ch is within[
Ck

w,L (a) ,Ck
w,R (a)

]
, i.e., the proportion of weights that either precisely or impre-

cisely assign a to Ch (Kadziński and Tervonen 2013; Kadziński et al. 2014). Let us
define such a cumulative class stochastic acceptability index CuCSAI k (a, h) as:

CuCSAI k (a, h) =
∑

[hL ,hR ]:h∈[hL ,hR ]
CRSAI k (a, [hL , hR]) .

We estimate CRSAI s with acceptable error bounds by sampling the space wk (SRF)

with the Hit-And-Run (HAR) algorithm (Tervonen et al. 2013). Overall, CRSAI k(a,

[hL , hR]) and CuCSAI k (a, h) can be interpreted as a support given by DMk to the
assignment of a to, respectively,

[
ChL ,ChR

]
or Ch .

To measure a cumulative support given to the assignment of a to Ch by all
DMs in ∂K, we consider a cumulative group class stochastic acceptability index
CuCSAI ∂K (a, h), defined as follows (Kadziński et al. 2016, 2018):

CuCSAI ∂K (a, h) =
∑K

k=1 CuCSAI k (a, h)

K
.

3.3 Selection of a Group Compromise Ranking of Criteria

In this section, we introduce a procedure for deriving a compromise complete ranking
of criteria based on the rankings provided individually by each DMk within the SRF
procedure. The procedure builds on the algorithm that was introduced by Govindan
et al. (2017) for constructing a utilitarian ranking of alternatives. Hence, we adopt an
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Table 1 Definition of distances δ
(
R jl
k′ , R

jl
k′′

)
between different pairwise relations

R jl
k′

∖
R jl
k′′ g j �k′′ gl

(
� jl
k′′

)
g j ≺k′′ gl

(
≺ jl
k′′

)
g j ∼k′′ gl

(
∼ jl
k′′

)

g j �k′ gl
(
� jl
k′

)
0 2 1

g j ≺k′ gl
(
≺ jl
k′

)
2 0 1

g j ∼k′′ gl
(
∼ jl
k′

)
1 1 0

idea of minimizing a sum of of distances between the compromise ranking and all
individual rankings.

When considering a complete ranking of criteria for DMk , for each pair (g j , gl)
one of the three relations holds: g j is preferred to gl (g j �k gl), or g j is indifferent

with gl (g j ∼k gl), or gl is preferred to g j (g j ≺k gl). Let R
jl
k′ and R jl

k′′ denote the
relations holding between g j and gl in the rankings provided by, respectively, DMk′

and DMk′′ (e.g., R jl
k′ is � jl

k′ or ∼ jl
k′ or ≺ jl

k′ ). The distances δ(R jl
k′ , R

jl
k′′) between R jl

k′
and R jl

k′′ are provided in Table 1 (for a detailed justification of these values, see Roy
and Słowiński 1993). A distance between two rankings of criteria provided by DMk′
and DMk′′ involving all ordered pairs of criteria (g j , gl) is defined as follows:

∑

j,l: j<l

δ
(
R jl
k′ , R

jl
k′′

)
.

In what follows, we present a Binary Linear Program (BLP) for constructing a
compromise ranking of criteria for group ∂K involving K DMs. Following Govindan
et al. (2017), for each pair of criteria (g j , gl), we introduce two binary variables p jl

∂

and i jl∂ (see constraint [R1] in E∂ (SFR)) with the following interpretation:

• p jl
∂ represents a weak preference of g j over gl in the compromise ranking (i.e.,

in case p jl
∂ = 1, then g j �∂ gl or g j ∼∂ gl); note that p

jl
∂ and pl j∂ can be used

to instantiate one of the three relations � jl
∂ , ∼ jl

∂ , or ≺ jl
∂ for g j and gl ; that is, if

p jl
∂ = 1 and pl j∂ = 0, then g j �∂ gl ; if p

jl
∂ = 0 and pl j∂ = 1, then g j ≺∂ gl ; if

p jl
∂ = 1 and pl j∂ = 1, then g j ∼∂ gl ;

• i jl∂ represents an indifference ∼∂ between g j and gl (i.e., in case p jl
∂ = 1 and

pl j∂ = 1, then i jl∂ = 1 and g j ∼∂ gl ; see [R3]).

Since we impose completeness and transitivity on a weak preference relation, we
require that p jl

∂ = 1 or pl j∂ = 1 (see [R2]) and that p jr
∂ = 1 and prl∂ = 1 imply

p jl
∂ = 1 (see [R4]). When constructing a utilitarian complete ranking of criteria,

we aim at minimizing a comprehensive distance between relations (�∂ , ≺∂ , or ∼∂ )

instantiated for all pairs of criteria in the compromise ranking and relations observed
for these pairs in the individual DMs’ rankings (for DMk , the relation between g j and

gl ( j < l) is denoted by R jl
k ):
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M. Kadziński et al.

min
∑

j,l: j<l

K∑

k=1

[
p jl
∂ δ

(
R jl
k ,� jl

∂

)
+ pl j∂ δ

(
R jl
k ,≺ jl

∂

)

+i jl∂

[
δ
(
R jl
k ,∼ jl

∂

)
− δ

(
R jl
k ,� jl

∂

)
− δ

(
R jl
k ,≺ jl

∂

)]]

[RI ] for all j, l = 1, 2, . . . ,m : j �= l

[R1] p jl
∂ , i jl∂ ∈ {0, 1} ,

[R2] p jl
∂ + pl j∂ ≥ 1,

[R3] i jl∂ = p jl
∂ + pl j∂ − 1,

[RI I ] for all j, l, r = 1, 2, . . . ,m : j �= l �= r

[R4] p jl
∂ ≥ p jr

∂ + prl∂ − 1.5.

⎫
⎪⎪⎪⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎪⎪⎪⎭

E∂ (SFR)

If g j �∂ gl (p
jl
∂ = 1, pl j∂ = 0, and i jl∂ = 0), g j ≺∂ gl (p

jl
∂ = 0, pl j∂ = 1, i jl∂ = 0),

or g j ∼∂ gl (p
jl
∂ = 1, pl j∂ = 1, i jl∂ = 1) has been instantiated in the compromise

ranking, it contributes with, respectively,
∑K

k=1 δ
(
R jl
k ,� jl

∂

)
,
∑K

k=1 δ
(
R jl
k ,≺ jl

∂

)
or

∑K
k=1 δ

(
R jl
k ,∼ jl

∂

)
to a value of the objective function (for a detailed explanation, see

Govindan et al. 2017).
Once a group compromise ranking of criteria is constructed, we conduct robustness

analysis with SMAA in the same way as described in the previous section for an
individualDM.This leads us to deriving cumulative group compromise class stochastic
acceptability indices CuCCSAI ∂K (a, h).

3.4 Decision Aiding with the Proposed Approach

Multiple criteria sorting decisions can be aided with the proposed group decision
making framework through the process illustrated in Fig. 1. It starts with specifying the
sets of alternatives, criteria, and ordered classes as well as the alternatives’ evaluations
(performances) on the criteria.

Then, the preference information is elicited from the involved experts and/or stake-
holders. Each stakeholder is required to provide a cutting level as well as a ranking
of criteria that incorporates the intensities of preference and the ratio between the
importance coefficients of the most and the least significant criteria, as required by
the SRF procedure. Moreover, the experts are expected to define a characteristic pro-
file for each class. In our study, the profiles were agreed by multiple experts, but, in
general, the methodological framework admits that each stakeholder provides his/her
individual set of profiles.

Further, the method derives three types of results. These indicate a support that is
given to the assignment of considered alternatives to different classes via the applica-
tion of Electre TRI-rC for different sets of weights and cutting levels compatible with
the preferences of the involved experts. In two cases, the preferences of the individ-
ual stakeholders are aggregated only at the output level. Depending on whether these
individual preferences are processed using the SRF procedure or the Monte Carlo
simulation, the method computes, respectively, group class acceptability indices or
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DMK

DM1 DMK

DM1

Fig. 1 Decision aiding process with the proposed group decision methodological framework

cumulative group class stochastic acceptability indices. In the third case, the prefer-
ences are aggregated at the input level by constructing a group compromise ranking
of criteria. Then, the method applies SMAA to derive cumulative group compromise
class stochastic acceptability indices.

Finally, these three types of outcomes should be analyzed and combined into the
recommended assignments. This is straightforward in case the support given to the
assignment of alternatives to decision classes by different results is similar. In case of
ambiguous indications by different procedures, the inconsistency needs to be raised
by a decision analyst.

Obviously, it is not required to use all three types of procedures and respective
results for each study. This may be useful when offering different viewpoints on the
robustness of sorting recommendation is desired. Otherwise, one can employ just a
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single procedure for processing the experts’ preferences depending on whether they
should be aggregated at the input or output level and whether the robustness analysis
should be incorporated into a particular study.

4 Results of Multiple Criteria Assessment of Insulating Materials with
the Outranking Preference Model and Characteristic Class Profiles

The study aims at evaluating overall sustainability of coating materials used in build-
ings retrofitting. We consider 13 materials listed in Table 2 (they are denoted by
A = {a1, a2, . . . , a13}). All materials having a thickness of 15cm were placed inter-
nally on the roof of a model building typical for central Italy, and evaluated from the
socio-economic and environmental viewpoints. The six relevant criteria which have
been used to assess the materials are: hour of discomfort (g1; DH),CO2 avoidance
(g2); Net Present Value (g3; NPV), human health (g4); ecosystem quality (g5), and
consumed resources (g6). In what follows, we explain their meaning.

Discomfort degreeHour (g1; the less, the better) evaluates a thermal performance of
a building on an annual basis (CEN 2007) in accordance with the EN 15251 standard.
Thus defined, it serves as ameasure of comfort. The performance on g1 is quantified as
an overall time during which the temperature falls outside the second comfort category
that was considered in the study (Carlucci and Pagliano 2012), and then weighing it by
how much the limit has been exceeded. For this purpose, we have used the following
equation:

g1 (a) =
8760∑

i=1

10

60
|CC2 − OTi |

where CC2 is the lower or upper limit of the assumed comfort category, OTi is the
operative temperature at hour ì, and the multiplier 10

60 refers to an employed time step
of 10 minutes.

CO2 avoidance (g2; the more, the better) measures the energy saved during the
building life by using a particular insulating material when compared to the case of
no insulation in the following way:

g2 (a) = ES ∗ 277.78 ∗ 406.31

106

where ES is the estimated Energy Saved in GJ at time t with a time horizon of 25
years, 277.78 is a conversion factor to GJ in kWH, while 406.31 is the conversion
factor for Italy from kWH to kg of CO2 per year (EIA, 2015). Therefore, the CO2
avoided refers only to the use phase, which is not considered in the LCA study.

Net present value (g3; the more, the better) is the difference between the present
values of cash outflows and inflows. On one hand, the outflows involve Primary Energy
Input (PE I ) cost, installation cost I at time t =0, and the dismissing cost ELT after
the lifespan T of the investment (25 years). On the other hand, the inflows refer to
the Cost of Energy Saved ESt in different time periods t . Overall, we have computed
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N PV as follows:

g3 (a) = −PE I − I +
T∑

t=0

ESt
(1 + i)t

− ELT

(1 + i)T

where i is the discount rate. For a detailed justification of this measure, see Menconi
and Grohmann (2014). Thus defined, N PV can be seen as an outcome of Life Cycle
Costing, which is an economic methodology for assessing the profitability of using
different alternatives by taking into account the costs they incur at different stages of
a life cycle (e.g., construction, operations, and maintenance).

For the assessment of environmental impacts, we have used the Eco-indicator 99
method (Goedkoop and Spriensma 2001) implemented in the SimaPro software (Prod-
uct Ecology Consultants 1990). The method aggregates the results of Life Cycle
Assessment into a set of parameters that can be interpreted as damage categories.
In general, LCA is useful for identifying the environmental implications of a given
alternative through the quantification of consumed resources (e.g., energy, raw mate-
rials, water) and related emissions (e.g., emissions into the air, water and soil, waste
and co-products) (Paolotti et al. 2017). We used the following three environmental
Eco-indicators expressed on a dedicated point scale:

• Human health (g4; the less, the better) which is derived from the analysis of the
following normalized impact categories: carcinogens, respiratory organics and
inorganics, climate change, radiation, and ozone layer;

• Ecosystem quality (g5; the less, the better) which is made up by the following three
normalized impact categories: ecotoxicity, acidification/eutrophication, and land
use;

• Resources (g6; the less, the better) which aggregates two normalized impact cate-
gories: minerals and fossil fuels.

The LCA focused on the production phase, starting from the production of a raw
material to the obtaining of its complete version. We omitted the use and disposal
phases, hence implementing an LCA “from cradle to gate” (Paolotti et al. 2016). All
the impactswere calculated considering a functional unit of 1m3 of insulatingmaterial.

The performances of 13 insulating materials with respect to 6 criteria are provided
in Table 2. For all materials but hemp fibres, Ecoinvent Database (Ecoinvent 2010)
was used as a source of foreground and background data related to both production
and assembly processes as well as to the transport, electricity and fuel consumption.
Instead, for the hemp processes the underlying data was derived from Zampori et al.
(2013).

The objective of the case study is to give an easily interpretable comprehensive
assessment of the materials’ sustainability. This is achieved by assigning them to a
set of three pre-defined and ordered classes: C1 (low sustainability), C2 (medium
sustainability), and C3 (high sustainability).

The study involved elicitation of preferences from the two groups of stakeholders.
On one hand, a characteristic profile bh for each classCh , h = 1, 2, 3, has been collec-
tively specified by the experts from the university-based engineering team specialized
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Table 2 Performances of 13 insulating materials with respect to 6 criteria

Insulating material a g1 g2 g3 g4 g5 g6
Performance unit – Hours kg of CO2 e Points Points Points

Autoclave aerated complete a1 4889.339 158.63 283.41 0.009703 0.000636 0.015876

Corkslab a2 3974.451 178.49 282.01 0.022122 0.018376 0.040660

Expanded perlite a3 3893.646 179.11 326.26 0.006451 0.000759 0.043280

Fibreboard hard a4 3657.799 185.29 243.45 0.039111 0.014516 0.136345

Glass wool a5 3681.898 187.35 316.92 0.010608 0.001307 0.033364

Gypsum fibreboard a6 7051.231 103.24 135.88 0.047131 0.003916 0.070469

Hemp fibres a7 3921.449 182.59 334.10 0.002336 0.003079 0.008207

Kenaf fibres a8 3685.510 186.82 341.79 0.004760 0.015137 0.003079

Mineralized wood a9 4392.808 167.63 245.45 0.042932 0.004548 0.083149

Plywood a10 7636.502 87.58 71.26 0.095717 0.201332 0.126167

Polystyrene foam a11 3750.482 187.13 322.02 0.002801 0.000217 0.016521

Polyurethane a12 3357.309 194.18 330.35 0.013225 0.000564 0.043280

Rock wool a13 3659.441 188.45 346.14 0.019183 0.000825 0.009846

Table 3 Performances of the characteristic profiles for three classes

Profile g1 g2 g3 g4 g5 g6

b1 7051.231 158.63 135.88 0.042932 0.015137 0.083149

b2 4392.808 182.59 283.41 0.013225 0.003079 0.043280

b3 3659.441 187.35 330.35 0.004760 0.000636 0.009846

in the materials and retrofitting of rural buildings. On the other hand, the preferences
on the importance of individual criteria have been elicited individually from mul-
tiple stakeholders who were owners of rural buildings interested in a renovation of
their houses for improving the energetic performance. Thus, they can be perceived as
potential consumers of the insulating materials.

When it comes to the characteristic profiles, the experts decided to define them by
indicating one of the performances observed in the set of materials. The consensus
between the experts on the most typical performance levels for each class has been
reached during an interactive focus group. These levels are summarized in Table 3.

4.1 Results of Multiple Criteria Assessment of the Insulating Materials Within
a Group Decision Framework Incorporating Electre TRI-rC and the SRF
Procedure

The weights representing the importance of individual criteria have been elicited
from the rural buildings’ owner. In what follows, we call them stakeholders. Over-
all, we approached 63 owners by explaining them the characteristics of different
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materials, the interpretation of all criteria and their relation to different phases of
the materials’ life cycle. Among them, 38 stakeholders (let us denote them by
∂K = {DM1, DM2, . . . , DM38}) claimed to understand the meaning and role of dif-
ferent criteria, and expressing their willingness to provide preferences on the criteria
importance.

In Table 4, we present the incomplete preference information required by the SRF
procedure, which was provided by three selected stakeholders. We also report the
computed weights wk

j and cutting level λ
k . All stakeholders agreed that λk should be

equal to the sum of weights of the three most important criteria. The complete data
for all group members is provided in the supplementary material available as an e-
Appendix (the same remark applies to the results discussed in the following sections).

The results of a comprehensive comparison between 13 materials and 3 char-
acteristic profiles are quantified with the comprehensive concordance indices. In
Table 5, we present such indices for four exemplary materials for DM1. Table 5
exhibits also the justification of delivered assignment for the exemplary materials.
For instance, a precise assignment of a6 to C1 can be explained with b2 being pre-
ferred to a6 and there existing sufficiently strong support in favor of b1 outranking a6
(σ 1 (a6, b2) = 0.000 < σ 1 (b1, a6) = 0.524).

In Table 6, we report the assignments obtained for all materials for differ-
ent DMs. In particular, for DM1 there are 6 materials assigned to the best
class (a5, a7, a8, a11, a12, a13), 3 materials whose quality is evaluated as medium
(a1, a2, a3), and 4 materials judged as bad (a4, a6, a9, a10). The assignments for DM5
are the same except for a4 being imprecisely assigned to [C1, C2].

The spaces of consensus and disagreement with respect to the assignments obtained
for all DMs are quantified with the group class acceptability indices E∂ (a, h) (see
Table 7). For example, for a1 none stakeholder confirmed its assignment to the worst
class C1, 36 out of 38 stakeholders supported its assignment to the medium class C2,
and 3 stakeholders suggested the assignment of a1 to the best classC3. These numbers
have been translated to the followinggroup acceptability indices: E∂ (a1, 1) = 0

38 = 0,
E∂ (a1, 2) = 36

38 = 0.95, and E∂ (a1, 3) = 3
38 = 0.08. On the contrary, for a2 all

stakeholders agreed with respect to its assignment to C2 (E∂ (a2, 2) = 38
38 = 1.0),

while the results obtained for 6 of them additionally indicated hesitation in terms of
its assignment to C1(E∂ (a2, 1) = 6

38 = 0.16).
The analysis of E∂ (a, h) leads to indicating the assignments which are necessary

(in case E∂ (a, h) = 1), possible (if E∂ (a, h) > 0), and impossible (if E∂ (a, h) = 0)
in terms of the support they are provided in the group of stakeholders. Additionally,
these results clearly indicate themost and the least probable assignments. In particular,
for each material we are able to indicate the class with the greatest support among all
stakeholders. It is C1 for a6, a9 and a10, C2 for a1, a2, a3 and a4, or C3 for a5, a7, a8,
a11, a12, and a13. The support which is given to the assignment of the materials to
other classes is significantly smaller. For clarity of presentation, in all tables exhibiting
stochastic acceptability indices (Tables 7, 8, 9 and 11), the text in bold indicates the
class with the greatest support for a given material.
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Table 5 Credibility indices and class assignments obtained with ELECTRE TRI-rC for four exemplary
materials for DM1 (cutting level λ1 = 0.714)

b1 b2 b3
[
C1
L (a) ,C1

R (a)
]

b1 b2 b3
[
C1
L (a) ,C1

R (a)
]

a1 � � ≺ [C2,C2] a6 ? ≺ ≺ [C1,C1]

σ 1 (a1, bh) 1.000 0.799 0.238 σ 1 (a6, bh) 0.585 0.000 0.000

σ 1 (bh , a1) 0.177 0.286 1.000 σ 1 (bh , a6) 0.524 1.000 1.000

a11 � � ? [C3,C3] a12 � � ≺ [C3,C3]

σ 1 (a11, bh) 1.000 1.000 0.476 σ 1 (a12, bh) 1.000 1.000 0.524

σ 1 (bh , a11) 0.000 0.000 0.524 σ 1 (bh , a12) 0.000 0.476 0.738

Table 6 Class assignments obtained with Electre TRI-rC for all materials and different stakeholders

a DM1 DM2 DM3 DM4 DM5 DM6 DM7 DM8 DM9 DM10 · · · DM38

a1 [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] · · · [C2,C2]

a2 [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] · · · [C2,C2]

a3 [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] [C2,C2] · · · [C2,C2]

a4 [C1,C1] [C2,C2] [C1,C1] [C2,C2] [C1,C2] [C1,C1] [C2,C3] [C2,C2] [C2,C3] [C2,C2] · · · [C2,C2]

a5 [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] · · · [C3,C3]

a6 [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] · · · [C1,C1]

a7 [C3,C3] [C3,C3] [C3,C3] [C2,C3] [C3,C3] [C3,C3] [C3,C3] [C2,C3] [C3,C3] [C3,C3] · · · [C3,C3]

a8 [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] · · · [C3,C3]

a9 [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C2,C2] [C1,C1] [C2,C2] [C1,C1] · · · [C1,C1]

a10 [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] [C1,C1] · · · [C1,C1]

a11 [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] · · · [C3,C3]

a12 [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] · · · [C3,C3]

a13 [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C3,C3] [C2,C3] [C3,C3] [C3,C3] [C3,C3] · · · [C3,C3]

Table 7 Group class acceptability indices E∂ (a, h)

h \ a a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13

1 0.00 0.16 0.00 0.34 0.00 1.00 0.00 0.00 0.76 1.00 0.00 0.00 0.00

2 0.95 1.00 1.00 0.76 0.00 0.00 0.21 0.16 0.24 0.00 0.00 0.00 0.08

3 0.08 0.00 0.00 0.24 1.00 0.00 0.97 1.00 0.00 0.00 1.00 1.00 1.00

4.2 Results of Stochastic Multi-criteria Acceptability Analysis with Electre
TRI-rC

To validate the recommendation for insulating materials against the arbitrary choice of
weights conducted with the SRF procedure, we applied SMAA. For each stakeholder,
we considered a sample of 10000 uniformly distributed weight vectors compatible
with the ranking of criteria (s)he provided within the SRF procedure.
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Table 8 Class range stochastic acceptability indices CRSAI 1 (a, [L , R]) and cumulative class stochastic
acceptability indices CuCSAI 1 (a, h) for all materials for DM1

CRSAIs CuCSAIs

a [C1,C1] [C1,C2] [C2,C2] [C1,C3] [C2,C3] [C3,C3] C1 C2 C3

a1 0.000 0.000 0.825 0.000 0.000 0.175 0.000 0.825 0.175

a2 0.000 0.175 0.825 0.000 0.000 0.000 0.175 1.000 0.000

a3 0.000 0.000 1.000 0.000 0.000 0.000 0.000 1.000 0.000

a4 0.717 0.000 0.283 0.000 0.000 0.000 0.717 0.283 0.000

a5 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 1.000

a6 1.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000

a7 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 1.000

a8 0.000 0.000 0.000 0.000 0.175 0.825 0.000 0.175 1.000

a9 1.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000

a10 1.000 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000

a11 0.000 0.000 0.000 0.000 0.000 1.000 0.000 0.000 1.000

a12 0.000 0.000 0.000 0.000 0.175 0.825 0.000 0.175 1.000

a13 0.000 0.000 0.000 0.000 0.175 0.825 0.000 0.175 1.000

The analysis of class range stochastic acceptability indices CRSAI k (a, [L , R])
and cumulative class stochastic acceptability indices CuCSAI k (a, h) indicates the
potential variability of the recommendation that can be obtained for each DM for
different compatible weight vectors. For illustrative purpose, in Table 8 we provide
these indices for DM1. For some materials, all compatible weight vectors confirm the
same assignment. These parts of the recommendation can be deemed as robust (e.g.,
CRSAI 1 (a3, [2, 2]) = 1 or CRSAI 1 (a9, [1, 1]) = 1). The same conclusion can be
derived from the analysis of the indices which are equal to zero, thus excluding the
possibility of the respective assignment. Further, for some other materials the accept-
ability indices express hesitation with respect to the recommended class though often
offering greater support to a particular assignment. For example, although bothC2 and
C3 are possible for a1, the probability of the previous (C2) is significantly greater than
of the latter (C3). Finally, the recommendation obtained for various compatible weight
vectors can be different, but their intersection can be non-empty. Then, a robust rec-
ommendation is confirmed with CuCSAI 1 (a, h)=1. It is the case for, e.g., a13 which
is assigned imprecisely to [C2,C3] or precisely to C3, thus always confirming C3 as
the possible assignment.

When it comes to a groupdecisionperspective, the cumulative group class stochastic
acceptability indices CuCSAI ∂K (a, h) are presented in Table 9. Their values are
very similar to the group class acceptability indices E∂ (a, h) reported in the previous
section. Themain differences concern a slightly increased support given to theminority
class for some alternatives (see, e.g., a1 to C3, or a2 to C1, a8, and a12 to C2).

Overall, the prevailing assignments for all materials are the same as in Sect. 4.1. In
this regard, let us emphasize thatCuCSAI ∂K (a, h) = 1 (see, e.g., a10 toC1, a3 toC2,
or a5 toC3) confirms an agreement with respect to assignment of a toCh for all weight
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Table 9 Cumulative group class stochastic acceptability indices CuCSAI ∂
K

(a, h) for all materials

h\a a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13

1 0.018 0.226 0.000 0.338 0.000 1.000 0.000 0.000 0.794 1.000 0.000 0.000 0.000

2 0.897 0.995 1.000 0.760 0.000 0.000 0.188 0.222 0.206 0.000 0.000 0.063 0.107

3 0.131 0.000 0.000 0.213 1.000 0.000 0.986 0.998 0.000 0.000 1.000 1.000 0.999

Table 10 The numbers of
stakeholders indicating a
preference or indifference (in the
round brackets) for all pairs of
criteria

g j g1 g2 g3 g4 g5 g6

g1 – 14 (2) 22 (8) 15 (2) 11 (2) 10 (2)

g2 22 (2) – 25 (2) 17 (9) 4 (16) 3 (16)

g3 8 (8) 11 (2) – 12 (1) 9 (2) 9 (1)

g4 21 (2) 12 (9) 25 (1) – 6 (10) 7 (10)

g5 24 (2) 18 (16) 27 (2) 22 (10) – 1 (31)

g6 26 (2) 19 (16) 28 (1) 21 (10) 6 (31) –

vectors compatible with preferences of all stakeholders. Thus, such a recommendation
needs to be treated with certainty. Conversely, CuCSAI ∂K (a, h) = 0 (e.g., a2 to C3,
a3 toC1, or a9 toC3) indicates the no classificationmodel of any stakeholder confirmed
the respective assignment. This makes it excluded from the potential recommendation.

4.3 Results of Stochastic Multi-criteria Acceptability Analysis for a Group
Compromise Ranking of Criteria

The results presented in the previous sections were derived by aggregating the out-
comes obtained individually for each stakeholder. In this section, we offer another
perspective on the stability of results by searching for a compromise between differ-
ent stakeholders already at the stage of provided preferences. In Table 10, we report
the numbers of DMs indicating preference or indifference for all pairs of criteria in the
ranking they provided for the purpose of applying the SRF procedure. For example,
14 out of 38 stakeholders preferred g1 to g2, 22 stakeholders opted for an inverse
preference, and only 2 stakeholders judged this pair indifferent. Conversely, when
comparing g5 to g6, 31 experts opted for an indifference, and only one claimed that
g5 was more important than g6.

The information from the DMs’ individual rankings has been used as an input for
the algorithm constructing a compromise utilitarian ranking of criteria, i.e., the one
which is on average the closest to 38 individual rankings. In this way, the following
group compromise order of criteria has been constructed:

g5 ∼∂ g6 �∂ g2 ∼∂ g4 �∂ g1 �∂ g3.

Thus, the greatest importance has been attributed to ecosystem quality (g5) and
resources (g6), while the least important criteria are NPV (g3) and hour of discomfort
(g1). The relation instantiated for different pairs of criteria is consistent with the opin-
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Table 11 Cumulative group compromise class stochastic acceptability indicesCuCCSAI ∂
K

(a, h) for all
materials

h\a a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13

1 0.000 0.419 0.000 0.533 0.000 1.000 0.000 0.000 1.000 1.000 0.000 0.000 0.000

2 0.581 1.000 1.000 0.467 0.000 0.000 0.000 0.419 0.000 0.000 0.000 0.000 0.000

3 0.419 0.000 0.000 0.000 1.000 0.000 1.000 1.000 0.000 0.000 1.000 1.000 1.000

ion expressed by the significant number of stakeholders. For example, 24 stakeholders
ranked g5 and g6 as the two most important criteria, while 19 of them ranked this pair
tied for the first place. Furthermore, 21 stakeholders judged g3 as the least important
criterion.

Obviously, one needs to bear in mind that the compromise ranking of criteria min-
imizes the sum of distances between relations observed for all pairs of criteria in all
individual rankings. In this perspective, it may not be considered representative by all
individuals (see, e.g., DM7, DM9, DM12, DM17, DM19, DM20, or DM36) whose
preferences are represented in the compromise ranking to a marginal degree (i.e., an
overall distance between their ranking and the compromise one is substantial).

Such a compromise ranking of criteria has been used to simulate DMs’ joint prefer-
ences within SMAA. Consistently with the previous sections, the cutting level λ was
assumed to be equal to the sum of weights of the three most significant criteria. The
results of robustness analysis are materialized with the cumulative group compromise
class stochastic acceptability indices CuCCSAI ∂K (a, h) (see Table 11).

For most materials, the variability of results is lesser than in case of deriving
the recommendation by aggregating the individual viewpoints. Indeed, for 11 out
of 13 materials there is some class which is recommended with certainty (then,
CuCCSAI ∂K (a, h)=1). Also, for all materials but a4 the class assignments with
the greatest support have not changed with respect to those reported in the previous
sections. The main differences concern a lesser support for the assignment of a1, a4
and a9 to C2 in favor of judging the quality of a1 as high (C3) and the quality of a4
or a9 as low (C1). Finally, although the assignments of a2 and a8 to, respectively, C2
and C3 are robust, the acceptability for their assignment to some worse classes (C1
and C2, respectively) has increased to 0.419.

4.4 Summary

In view of the results derived from an application of a three-stage multiple criteria
decision aiding method to our study (see Tables 7, 9, and 11), we recommended the
following assignments for the insulating materials:

• Low (C1): gypsum fibreboard (a6), mineralized wood (a9) and plywood (a10);
• Low (C1) or medium (C2): fibreboard hard (a4);
• Medium (C2): autoclave aerated complete (a1), corkslab (a2), and expanded perlite
(a3);
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Table 12 Subsets of criteria on which the materials attain at least as good performances as these of the
characteristic profiles b1, b2, and b3 of three decision classes

Insulating material a b1 b2 b3

Autoclave aerated a1 g1, g2, g3, g4, g5, g6 g3, g4, g5, g6 g5
Corkslab a2 g1, g2, g3, g4, g6 g1, g3, g6
Expanded perlite a3 g1, g2, g3, g4, g5, g6 g1, g3, g4, g5, g6
Fibreboard hard a4 g1, g2, g3, g4, g5 g1, g2, g3 g1
Glass wool a5 g1, g2, g3, g4, g5, g6 g1, g2, g3, g4, g5, g6 g2
Gypsum fibre board a6 g1, g3, g6
Hemp fibres a7 g1, g2, g3, g4, g5, g6 g1, g2, g3, g4, g5, g6 g3, g4, g6
Kenaf fibres a8 g1, g2, g3, g4, g5, g6 g3, g4, g6 g3, g4, g6
Mineralized wood a9 g1, g2, g3, g4, g5, g6 g1, g3
Plywood a10
Polystyrene foam a11 g1, g2, g3, g4, g5, g6 g1, g2, g3, g4, g5, g6 g4, g5
Polyurethane a12 g1, g2, g3, g4, g5, g6 g1, g2, g3, g4, g5, g6 g1, g2, g3, g5
Rock wool a13 g1, g2, g3, g4, g5, g6 g1, g2, g3, g4, g5, g6 g1, g2, g3, g6

• High (C3): glass wool (a5), hemp fibres (a7), kenaf fibres (a8), polystyrene foam
(a11), polyurethane (a12), and rock wool (a13).

The probability of other assignments was often non-negligible though significantly
lower than for the above indicated classes. Nevertheless, the results obtained from the
stochastic analysis allowed to nullify the risk of a false declaration that some material
was assigned to a class which was not confirmed by any compatible set of weights for
any expert.

For each insulatingmaterial, the recommended decision can be justified by compar-
ing its performances on different criteria with those of the characteristic class profiles.
In Table 12, we indicate the subsets of criteria on which the materials outrank (i.e., are
at least as good as) the characteristic profiles. In this regard, let us explicitly explain
the most likely assignments suggested for some materials:

• a10 is worse than b1 on all criteria, thus being assigned to the worst classC1; in the
same spirit, a6 is worse than b1 on g2, g4, and g5 (thus, on 3 out of 4 considered
environmental criteria), and not better than b2 on any criterion, which makes C1
its most desired class;

• a3 is better than b1 and worse than b3 on all criteria, which makes its performance
vector typical for C2;

• a12 and a13 are at least as good as b2 on all criteria and better than b3 on four criteria
(g1, g2, g3, g5 or g1, g2, g3, g6, respectively (note that both scenarios include two
accounted socio-economic criteria, g1 and g3)), which makes their assignment to
C3 the most justified.

123
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5 Conclusions

We considered a multiple criteria problem of sustainability assessment of insulating
materials. We combined Life Cycle Costing, Life Cycle Assessment, and adaptive
comfort evaluation to derive performances of these materials on six socio-economic
and environmental criteria. The comprehensive assessment of the materials involved
their assignment to three preference-ordered sustainability classes. The classification
was performed with a group decision counterpart of the Electre TRI-rC method that
compares alternatives with the characteristic class profiles defined by the experts.

To derive a recommendation that would reflect viewpoints of a wide spectrum of
potential customers, we accounted for the preference information of a few tens of rural
buildings’ owners being interested in the roof’s insulation. The initial recommendation
was derived by computing the proportion of stakeholders who accepted an assignment
of a particular material to a given class. These results were subsequently validated
against the outcomes of a two-fold robustness analysis realized with the Monte Carlo
simulation. The latter exploited the space of all criteria weights compatible with either
each stakeholder’s preference information provided in the SRF procedure or collective
ranking of criteria that was derived with an original algorithm proposed in this paper.

The three-stage analysis revealed that the most sustainable materials were glass
wool, hemp fibres, kenaf fibres, polystyrene foam, polyurethane, and rock wool. This
was mainly due to their favorable performances quantified with the Net Present Value
and Eco-indicators. On the contrary, gypsum fibreboard, mineralized wood and ply-
wood were assessed as the least sustainable materials. This can be justified in terms
of their poor performances on thermal comfort, human health, and ecosystem quality.
Overall, the proposed method provided greater clarity for decision making and guar-
anteed credibility in the eyes of the traditional rural houses’ owners. Moreover, all
research results—concerning both materials’ performances on the individual criteria
and comprehensive sorting recommendation—were well perceived by the experts on
insulating materials in Italy.

The proposed framework can be applied to other decision contexts than that of
a typical farmhouse in central Italy. This would require, however, accounting for a
comfort model as well as warm and cold periods suitable to a particular geographical
context, specification of a relevant lifespan for the investment, and adapting life cycle
assessment to the reality of a particular study.

From the methodological viewpoint, we envisage the following future develop-
ments. Firstly, we plan to extend the SRF procedure to a group decision context so
that it tolerates intensities of preference for different pairs of criteria and accepts
information on different roles (weights) of the decision makers. Secondly, we aim at
extending the proposed group decision framework to methods dealing with choice
and ranking problems. This would require elaboration of the algorithms for deriving
a compromise recommendation that would appropriately combine results of robust-
ness analysis computed individually for each stakeholder.

Acknowledgements The work of Miłosz Kadziński and Grzegorz Miebs was supported by the Polish
Ministry of Science and Higher Education under the Iuventus Plus program in 2016–2019 Grant Number
IP2015 029674 - 0296/IP2/2016/74.

123



Multiple Criteria Assessment of Insulating Materials…

Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0 Interna-
tional License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution,
and reproduction in any medium, provided you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license, and indicate if changes were made.

References

Almeida Dias J, Figueira JR, Roy B (2010) Electre Tri-C: a multiple criteria sorting method based on
characteristic reference actions. Eur J Oper Res 204(3):565–580

Cai F-L, Liao X, Wang K-L (2012) An interactive sorting approach based on the assignment examples of
multiple decision makers with different priorities. Ann Oper Res 197(1):87–108

Cailloux O, Meyer P, Mousseau V (2012) Eliciting ELECTRE TRI category limits for a group of decision
makers. Eur J Oper Res 223(1):133–140

Carlucci S, Pagliano L (2012) A review of indices for the long-term evaluation of the general thermal
comfort conditions in buildings. Energy Build 53:194–205

CEN (2007) Indoor environmental input parameters for design and assessment of energy performance
of buildings: addressing indoor air quality, thermal environment lighting, and acoustics. EN15251.
Comite Europeen de Normalisation, Brussels

Chakhar S, Saad I (2012) Dominance-based rough set approach for groups in multicriteria classification.
Decis Support Syst 54(1):372–380

Chakhar S, Ishizaka A, Labib A, Saad I (2016) Dominance-based rough set approach for group decisions.
Eur J Oper Res 251(1):206–224

Chen Y, Kilgour D, Hipel K (2012) A decision rule aggregation approach to multiple criteria-multiple
participant sorting. Group Decis Negot 21(5):727–745

Copiello S (2017) Building energy efficiency: a research branch made of paradoxes. Renew Sustain Energy
Rev 69:1064–1076
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a b s t r a c t 

In an international context that is faced with several environmental issues, especially in relation to en- 

ergy efficiency, the finding of sustainable solutions for retrofitting existing buildings is a challenging issue. 

Comprehensive evaluation of the applied materials is required to understand their true impact on the en- 

vironment as well as their economic suitability. Therefore, a life cycle-based approach is required. This 

work presents a hybrid method, including energy and comfort optimization, Life Cycle Assessment (LCA) 

and Life Cycle Costing (LCC) analysis, applied for retrofitting a traditional rural building and then com- 

bined together in a multi-criteria approach. The case study considers the assessment of the sustainability 

of several solutions for roof insulation according to seven criteria derived from the hybrid method devel- 

oped: energy saving, non-renewable energy, comfort performance, global warming, ozone layer depletion, 

respiratory inorganics and Net Present Value. The multi-criteria approach used to combine these criteria 

is the Electre TRI-rC method. The results obtained with this method show the division of the materials 

into three categories with overall bad, medium or good performance. The stability of results is verified 

against a two-fold sensitivity analysis. 

© 2018 Elsevier B.V. All rights reserved. 

1. Introduction 

Modern society’s concern about energy and environmental is- 

sues has grown in recent decades. Global warming, ozone layer 

depletion and the uncontrolled accumulation of waste are interna- 

tional trending topics [1] . In this scenario, the building sector plays 

a crucial role in both energy and natural resource consumption, as 

well as in the release of emissions [1–3] . The massive adoption of 

energy saving measures in the building sector could contribute sig- 

nificantly to the reduction of greenhouse gases (GHG) [2,4] . In the 

last ten years, the European Union has adopted various directives 1 

for obligating Member States to move towards the energy efficient, 

eco-designed and environmentally sustainable buildings, consider- 

ing both new and existing structures. 

Within this framework, one of the most challenging issues is 

the improvement of the energy and environmental performance 

of historic and traditional buildings, which are usually character- 

ized by bad performance [5] . At the same time, these buildings, 

including rural structures, are an integral part of the European cul- 

∗ Corresponding author. 

E-mail address: lucia.rocchi@unipg.it (L. Rocchi). 
1 Directives 2009/125/EC; 2010/31/EU; 2012/27/EU. 

tural heritage, and thus they must be preserved [6] . Traditional 

farmhouses are representative of the identity of a community, and 

many rural landscapes have high conservation values thanks to 

their vernacular buildings [7] . 

Although the potentiality of improving energy efficiency in tra- 

ditional buildings is enormous, their high landscape values, pro- 

tected by law, hamper external alterations [5] . Therefore, the most 

viable solutions for harmonizing the needs of proper preservation 

with those of energy saving consist in acting on building enclo- 

sures, increasing their thermal inertia by means of insulating mate- 

rials added internally, and optimizing the operation of mechanical 

installations such as heat recovery ventilation [8,9] . When the goal 

of the retrofitting solution is to minimize energy consumption, it 

is important to insulate the building envelope, and the most influ- 

ential component for comfort is roof insulation [8,10–12] . 

The aim of this paper is to evaluate different envelope so- 

lutions for insulating traditional rural buildings, using a hybrid 

multi-criteria method, which combines energy and thermal com- 

fort optimization with the environmental and economic life cycle 

analysis. The case study concerns a farmhouse in central Italy. The 

analysis considered the impact of materials production and their 

application to a typical rural building, as well as the overall sus- 

tainability of different options. According to Cinelli et al. [13,14] , 

https://doi.org/10.1016/j.enbuild.2018.05.032 

0378-7788/© 2018 Elsevier B.V. All rights reserved. 



282 L. Rocchi et al. / Energy & Buildings 173 (2018) 281–290 

the assessment of criteria is a key issue in sustainability analy- 

sis. Therefore, the approach presented here accounts for different 

viewpoints, which are important throughout the entire life cycle of 

the building and materials [4] . As was proved by Agarski et al. [15] , 

Life Cycle Approach and Multi-Criteria Decision Analysis (MCDA) 

are full of analogies and complement each other. Despite this, com- 

bined applications of LCA and MCDA are still rare [see, e.g., 16–

19 ], and a fully integrated approach, which also incorporates eco- 

nomic evaluation and energy optimization, has been applied only 

in Motiuziene et al. [20] . 

The paper is structured as follows: Section 2 presents a hybrid 

approach used in the sustainability analysis; Section 3 deals with 

the case study concerning evaluation of the retrofitting materials 

used in a typical Italian farmhouse; Section 4 discusses the results 

of the study; Section 5 presents some conclusions. 

2. Methods 

This work is based on a multi-methodological approach, de- 

scribed by the following three main steps: 

� Stage 1: development of a dynamic energy simulation for 

an existing building and assessment of the performance of 

different insulation materials added to the building model 

( Section 2.1 ); 

� Stage 2: implementation of a Life Cycle Costing analysis and a 

Life Cycle Assessment, for evaluating the economic and envi- 

ronmental impacts of the different insulating materials, within 

the context of traditional buildings in central Italy ( Section 2.2 ); 

� Stage 3: implementation of a decision-making model, for a 

comprehensive evaluation of insulation solutions based on the 

results of previous stages, as well as of the overall sustainability 

of the materials ( Section 2.3 ). 

2.1. Dynamic thermal simulation and comfort models in mixed-mode 

buildings 

The first step toward making a building sustainable is to min- 

imize its energy consumption. A dynamic thermal simulation is 

thus required to analyze its behavior, using an integrated approach. 

We used EnergyPlus 8.5 as the simulation engine for building per- 

formance. The Model Building has one thermal zone per floor and 

the simulation period is one year, during which the building per- 

formance is evaluated every 10 min (52,560 times). The indoor en- 

vironment is determined by different energy sources that evolve 

in different ways and speeds. Three main sources must be consid- 

ered: the outdoor climate, the occupants causing an unpredictable 

energy intake and using electrical equipment, and the auxiliary 

systems that provide heating, cooling or ventilation of the indoor 

environment [21,12] . 

In order to design the building model, information is needed 

on the characteristics of the envelope (geometry, shape, materials), 

while the elements necessary for determining the indoor environ- 

ment are a “typical year” weather file for the location, the sched- 

ule of the presence and the activities of the building’s occupants 

and the technical specifications of the equipment. The model de- 

veloped is a mixed-mode building: the model uses heating, ven- 

tilation and air conditioning (HVAC) only during the worst peri- 

ods, namely those in which the temperature conditions are farthest 

from the optimal comfort. 

Varying the thermal inertia of construction elements (roof, wall, 

etc.) is a method for improving the performance of a building 

[21,22] . Thermal inertia is a measure of the responsiveness of a 

material to variations in temperature, and it represents the mate- 

rial’s ability to accumulate heat and then dispose of it. Thermal in- 

ertia ( I ) depends on the thermal conductivity ( k ), density ( ρ), and 

specific heat ( c ) of the material, as given by (1) : 

I = ( k · ρ · c ) 
1 / 2 

(1) 

In the mixed-mode building, people’s actual thermal sensations 

and the acceptance of thermal conditions vary when the building 

shifts from an air conditioning mode to a natural ventilation mode, 

or vice versa [23] . Since some authors recommended that the oc- 

cupants’ thermal responses to mixed-mode buildings should be 

evaluated separately [23,24] , the model developed uses the adap- 

tive comfort approach only during the natural ventilation period 

[25–28] and Fanger’s Predicted Mean Vote/Predicted Percentage 

Dissatisfied model during the HVAC period [29] . For a more de- 

tailed description of these comfort models, see Orosa and Oliviera 

[22] , Peter et al. [30] , and Carlucci and Pagliano [31] . 

The scientific literature and some well-accepted standards of- 

fer different long-term thermal discomfort indices [32,33] . In this 

work, we adopted the Degree Hours (DH) criterion [33] to evalu- 

ate comfort on an annual basis according to the EN 15251 standard 

[32] . DH accounts for the total time during which the temperature 

falls outside a specific comfort category, which is then weighed by 

how much the limit has been exceeded. The category used in this 

study is equivalent to 3 °C below and above the comfort temper- 

ature in the adaptive model, and corresponds to the temperature 

related to a predicted mean vote of + /- 0.5 for the Fanger model. 

DH was calculated according to (2) : 

DH = 

8760 ∑ 

i =1 

10 / 60 ·
∣∣CC 2 − OT ì

∣∣, (2) 

where CC 2 is the lower or upper limit of the second comfort cat- 

egory and OT is the operative temperature at hour “ì”. Eq. (2) dif- 

fers from the model proposed in EN1525 (which was also reported 

by Carlucci and Pagliano [31] ) by introducing the multiplier 10/60. 

This multiplier was incorporated because the applied simulation 

engine processes data with a time step of 10 min. 

2.2. Life cycle costing and life cycle assessment 

Although their names are very similar, Life Cycle Costing (LCC) 

and Life Cycle Assessment (LCA) provide answers to very different 

questions [34] . LCC is an economic method for assessing projects, 

which takes into consideration all costs that occur during their life- 

time [35] . LCA is a scientific methodology useful for identifying the 

environmental implications of a product (or process, or service), 

considering all the stages in its life cycle, through the quantifica- 

tion of resources (energy, raw materials, water) and of emissions 

into the environment (emissions into the air, water and soil, waste 

and co-products) associated with the system being assessed [36] . 

The product is therefore analyzed along its entire lifespan, from 

the extraction of the raw material to its final disposal [37] . As the 

two methods focus on the entire life cycle and are complementary, 

combined applications of LCA and LCC have increased in the last 

20 years [35,38–40] . 

The functional unit used for both LCC and LCA in the study was 

1 m 

3 of the insulating material or, for some of the materials an- 

alyzed, the corresponding amount in kg, calculated according to 

their density. The quantity of material needed for insulating the 

roof was then calculated within the case study. 

For the economic analysis, we applied the Net Present Value 

(NPV), which is one of the LCC methods most widely applied in 

both the scientific literature and everyday business analysis [35] . 

NPV corresponds to the present monetary value of a long-term 

project, discounting back future net cash flows minus the initial 

investment. The most challenging aspect regarding the proper use 

of this method is the definition of both the time horizon and the 

discount rate to be considered [34] . Most applications of the NPV 
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to buildings use time spans ranging from 20 to 70 years, although 

it is not rare to find longer periods [35, 41] . Following [42] , we 

considered a time horizon of 25 years, since a longer period would 

make no significant difference in the final assessment [21] . As re- 

gards the discount rate, it usually ranges from 2% to 8%, sometimes 

also including the inflation rate [41] . In this paper, we applied a 

discount rate of 3%, following the guidelines of the Italian Federa- 

tion for the Rational Use of Energy. 2 Moreover, we used a real cost 

approach, thus not accounting for the inflation rate, as suggested 

by Islam et al. [41] and Gluch and Baumann [43] . Calculation of 

the NPV in this work is based on [21] according to the following 

formula: 

NP V = −P EI − I + 

T ∑ 

( t=0 ) 

E S t 

( 1 + i ) 
t 

− E L T 

( 1 + i ) 
T 

(3) 

where PEI is the Primary Energy Input cost, I is the installation cost 

at time t, ES t is the cash flow at time t , and EL T is the dismissing 

cost. The lifespan of the investment is T , while i is the discount 

rate. 

As concerns the environmental analysis, we performed the LCA 

according to ISO 14040 [44] and ISO 14044 [45] , which define the 

guidelines to be followed, setting the following four basic phases: 

goals and scope definition; inventory analysis; impact assessment; 

interpretation. Several authors have applied LCA in the specific 

context of building materials, in order to understand their envi- 

ronmental performance [1,46] or to compare traditional materials 

with ecological materials [47] . 

Goal and scope definition – The goal of the LCA study was to 

evaluate the environmental impacts of different materials usable 

as envelope solutions for insulating traditional rural buildings. The 

materials analyzed were those subsequently described in the case 

study (12 materials in total, see Table 3 ), and had both synthetic 

and natural origins, with widespread utilization in the study area. 

The functional unit used within the study was, as mentioned, 1m 

3 

of the insulating material or, for some of the materials analyzed, 

the corresponding amount in kg, calculated according to their den- 

sity. The choice of such a functional unit was due to the major sim- 

plicity in calculating it, and the higher comparability among the 

different materials, and with available literature. 

In relation to the system boundaries, we considered all the 

main phases of the life cycle, starting from the production of a 

raw material to the obtaining of the complete insulating material. 

To focus the analysis on the production phase, an LCA “from cra- 

dle to gate” can be performed [48] , omitting the use and disposal 

phases. For what concerns the topic of multifunctional processes, 

no allocation processes were needed. 

Life Cycle Inventory – For the majority of the materials, fore- 

ground data related to the main production and assembly pro- 

cesses, as well as background data for transport, electricity and 

fuel consumption were taken directly from the Ecoinvent Database 

[49] . Data about processes of production, for the materials chosen 

within the Database, presented standard European characteristics, 

considering, for these types of envelope materials, the most recent 

available technologies. The choice of using these items for the LCA 

study was due to the higher comparability with available litera- 

ture, and also to the fact that in some cases local data about the 

assembly processes were not complete or precise. For the hemp 

processes instead, which were no present within the Database, the 

data were derived from Zampori et al. [50] . In this case, the main 

inputs considered were the quantities of water and energy needed 

to assembly the panel, starting from the hemp woody core. More- 

over, all the operations needed to obtain the hemp woody core 

were also considered (i.e. all the necessary agricultural practices 

2 Available at https://www.fire-italia.org/lcca/ . 

Table 1 

Impact categories used for LCA (method: 

IMPACT 2002 + ). 

IMPACT CATEGORY UNIT 

Global Warming kg CO 2 eq 

Ozone Layer Depletion kg CFC-11 eq 

Respiratory Inorganics kg PM2.5 eq 

Non-renewable energy MJ primary 

like sowing, soil tillage, fertilizing, baling, exc.). In addition, the 

transport phase was taken into account for each material, estimat- 

ing a distance between 50 and 200 km within the study area, from 

the production area of each material to the building. 

Impact Assessment – For the assessment of environmen- 

tal impacts, the IMPACT 2002 + method [51] was applied. The 

method proposes a feasible implementation of a combined mid- 

point/damage approach, linking all types of life cycle inventory re- 

sults (elementary flows and other interventions) via several mid- 

point categories to several damage categories. The impact cat- 

egories used in this work are given in Table 1 . For each cat- 

egory, higher values indicate worse environmental performance 

[52] . Simapro software 3 (version 8.2.0) was used to perform the 

calculations. 

Interpretation – The results of the environmental evaluation 

were briefly reported in the subsequent sections (described in 

paragraph 4.1 and Table 4 ). As the LCA study was only a part of 

the wider model implemented, and LCA results were included into 

the multi-criteria analysis together with other types of results, dis- 

cussion and interpretation are directly embraced into the final dis- 

cussion of the multi-criteria analysis results. 

2.3. Multi-criteria analysis 

A comprehensive evaluation of the different options for roof in- 

sulation needs to account for the energy and thermal optimization 

as well as the life cycle costing and assessment. To perform such 

an evaluation, we employed a multi-criteria ordinal classification 

(sorting) approach, called Electre TRI-rC [53] . The method consists 

of two main phases. In the first phase, it constructs an outranking 

relation by comparing the alternatives with the characteristic class 

profiles provided by the experts. In the second stage, this relation 

is exploited to identify for each alternative its desired assignment 

to some pre-defined decision classes. 

Within the study, we consider a set A = { a 1 , a 2 , . . . , a 12 } of 

twelve alternatives representing different insulating materials. 

Their quality is assessed from different viewpoints formalized as 

a set of seven criteria, G = { g 1 , g 2 , . . . , g 7 } . The performance (eval- 

uation) of material a on criterion g j is denoted by g j ( a ). The study 

aims at assigning the materials to three preference-ordered classes 

C 1 , C 2 , C 3 , such that C 3 is considered better than C 2 , which, in turn, 

is preferred over C 1 . 

2.3.1. Preference information 

In the variant of Electre TRI-rC that was used, the experts in- 

volved in the study were asked to provide two types of preference 

information. On one hand, for each class C h , h = 1 , 2 , 3 , they had 

to specify a characteristic (central) profile b h . This profile consists 

of the performances judged to be the most typical for a particular 

category. 

On the other hand, they supplied information on the relative 

importance of criteria, which was required by the SRF (Simon-Roy- 

Figueira) procedure [54] . In line with the assumptions of this pro- 

cedure, the experts were given a set of cards with the criteria 

3 Product Ecology Consultants. 1990. SimaPro LCA Software. Plotterweg. 
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Fig. 1. Typical farmhouses of central Italy. 

names as well as some blank (white) cards. First, they were ex- 

pected to order the cards corresponding to various criteria from 

the least to the most important. In this way, each criterion g j was 

assigned rank l ( j ), such that the greater the rank, the more signif- 

icant g j is. The blank cards were used to differentiate the inten- 

sity of preference between groups of criteria judged indifferently 

(i.e. assigned the same rank). A greater number e s of blank cards 

among successive groups of criteria implied a more significant dif- 

ference between their weights. Lastly, ratio Z between the weights 

of the most and the least important criteria needs to be defined. 

These inputs, i.e. the ranks l ( j ), empty cards e s , and ratio Z , were 

used to derive normalized weights w j , j = 1 , . . . , 7 , according to 

Corrente et al. [55] 

2.3.2. Construction of an outranking relation 

In the first stage of Electre TRI-rC, the alternatives are compared 

against the characteristic class profiles to construct an outranking 

relation S . This process is conducted in three steps. First, for each 

criterion g j , the marginal concordance index c j ( a, b h ) quantifies an 

outcome of a comparison between alternative a and profile b h . 

Specifically, if a is at least as good as b h on g j , then c j ( a, b h ) = 1 , 

and, otherwise, i.e. if a is worse than b h on g j , then c j ( a, b h ) = 0 . 

Second, the marginal concordance indices c j ( a, b h ) are aggre- 

gated into a comprehensive concordance index using the normal- 

ized weights w j , j = 1 , . . . , 7 , derived from the SRF procedure. The 

aggregation is performed as follows: σ ( a, b h ) = 

∑ 7 
j=1 w j · c j ( a, b h ) . 

Thus defined, σ ( a, b h ) represents a valued outranking relation, 

quantifying a strength of the subset of criteria which confirm that 

a outranks b h . 

Third, a crisp outranking relation S is constructed by comparing 

σ ( a, b h ) with a pre-defined concordance threshold λ, which indi- 

cates a minimal value of σ ( a, b h ) that would validate relation aSb h . 

Thus, σ ( a, b h ) ≥λ⇒ aSb h . The truth of b h Sa is verified analogously. 

Knowing whether aSb h and b h Sa , we can determine 

whether a and b h are indifferent ( aSb h ∧ b h Sa ⇒ a ∼ b h ), or 

incomparable ( not ( aSb h ) ∧ not ( b h Sa ) ⇒ aRb h ), or if a is pre- 

ferred to b h ( aSb h ∧ not ( b h Sa ) ⇒ a �b h ), or b h is preferred to a 

( not ( aSb h ) ∧ b h Sa ⇒ b h �a ). 

2.3.3. Assignment procedures 

In the other stage of Electre TRI-rC, the outranking relation 

and comprehensive concordance indices are exploited to derive 

for each alternative a its desired class assignment interval C(a ) = 

[ C L (a ) , C R (a ) ] [53] . On one hand, the worst class C L ( a ) for alterna- 

tive a is set to C h in case b h −1 is the best characteristic profile, 

such that a is preferred to b h −1 and the evidence in favor of a be- 

ing at least as good as b h is greater than the support given to the 

hypothesis about b h −1 outranking a : 

a � b h −1 ∧ σ ( a, b h ) > σ ( b h −1 , a ) . (4) 

On the other hand, the best class C R ( a ) for alternative a is set 

to C h in case b h +1 is the worst characteristic profile, such that b h +1 

is preferred to a and the support given to the assertion b h Sa is 

greater than the evidence in favor of aS b h +1 : 

b h +1 � a ∧ σ ( b h , a ) > σ ( a, b h +1 ) . (5) 

The recommended assignment C ( a ) is precise if C L (a ) = C R (a ) , 

and otherwise, if C L ( a ) < C R ( a ), it is imprecise [56] . 

2.3.4. Justification for applying Electre TRI-rC and the SRF procedure 

The use of Electre TRI-rC and the SRF procedure in a case study 

was motivated by the following four characteristics. First, Elec- 

tre TRI-rC is suitable for dealing with ordinal classification, which 

agrees with the formulation of the problem considered. Indeed, the 

study aimed at classifying the insulating materials into a set of 

pre-defined and ordered classes, which prevents the use of multi- 

criteria ranking methods such as PROMETHEE, TOPSIS, or AHP. 

Second, Electre Tri-rC derives the assignments from the com- 

parison of alternatives with some characteristic class profiles. In 

this way, the results depend on some pre-defined norms rather 

than on the relative comparison between the alternatives. Further- 

more, the experts involved in the study found it intuitive to pro- 

vide the characteristic profiles. 

Third, the incompleteness of the preference information on the 

relative importance of criteria by the SRF procedure was also found 

to be appealing. Moreover, the interpretation of weights derived 

from this procedure is consistent with the one adopted in the Elec- 

tre methods. Indeed, both approaches assume that the weights are 

interpreted as voting powers assigned to different criteria. Finally, 

Electre TRI-rC does not require any prior transformation or normal- 

ization of the performances of the materials, which makes it appli- 

cable with heterogeneous scales of the seven criteria considered in 

the study. 

3. Case study 

We applied the proposed methodological approach to the typi- 

cal Italian farmhouse. Farmhouses are scattered across the country: 

their forms, materials and original functions are closely linked to 

the socio-geographic context in which they occur. Instead of study- 

ing the performance of a real building, the characteristics of 860 

buildings of this typology were statistically analyzed (the totality 

of farmhouses in a central Italian Municipality) and a representa- 

tive model of the results was developed ( Fig. 1 ). The 860 studied 
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Table 2 

Case study building: characteristics of the envelope. 

Total building area (m 

2 ): Ground floor volume (m 

3 ) First floor volume (m 

3 ) Window-wall ratio (%): Window opening area (m 

2 ): 

288 532 641.6 5.98 20.16 

ROOF 

Material Thickness (m) Conductivity (W/m-K) Density (kg/m 

3 ) Specific heat (J/kg-K) Transmittance (W/m2-K) 

Clay tiles 0.015 0.72 1800 840 2.5 

Airgap Thermal resistance (m2-K/W): 0.2 

Clay tiles 0.03 0.72 1800 840 

LOAD BEARING WALLS - FIRST FLOOR 

Sandstone 0.12 2.3 2600 10 0 0 2.08 

Mortar 0.03 0.72 1800 840 

Sandstone 0.12 2.3 2600 10 0 0 

Plaster 0.02 0.8 1600 10 0 0 

FLOOR 

Clay tiles 0.03 0.72 1800 840 2.89 

Sand and gravel 0.15 2.3 2600 10 0 0 

Clay tiles 0.03 0.72 1800 840 

LOAD BEARING WALLS – GROUND FLOOR 

Sandstone 0.16 2.3 2600 10 0 0 1.81 

Mortar 0.19 0.8 1600 10 0 0 

Sandstone 0.16 2.3 2600 10 0 0 

Plaster 0.02 0.8 1600 10 0 0 

GROUND FLOOR 

Ceramic tiles 0.015 1.3 2300 10 0 0 5.76 

Concrete 0.3 1.35 20 0 0 10 0 0 

LOAD BEARING WALLS – INTERNAL WALLS 

Plaster 0.02 0.8 1600 10 0 0 1.98 

Sandstone 0.12 2.3 2600 10 0 0 

Mortar 0.16 0.8 1600 10 0 0 

Sandstone 0.12 2.3 2600 10 0 0 

Plaster 0.02 0.8 1600 10 0 0 

DIVIDING WALLS - INTERNAL WALLS 

Plaster 0.02 0.8 1600 10 0 0 2.45 

Brick 0.15 0.72 1800 840 

Plaster 0.02 0.8 1600 10 0 0 

DOORS 

Timber 0.05 0.13 500 1600 1.87 

WINDOWS 

Clear 3mm 0.003 0.9 

Air 8mm 0.0079 

Clear 3mm 0.003 0.9 

buildings are the farmhouse surveyed in the census of the rural 

buildings scattered throughout the municipality of Perugia (Region 

of Umbria) . 4 

The ground floor traditionally fulfilled multiple purposes: barn, 

warehouse, cellar and tool shed. The building is generally ori- 

ented with the stairway on the long side facing south. The ground 

floor windows are square shaped and smaller in size, because the 

ground floor was originally used as a shelter for animals. The char- 

acteristics of the envelope are described in Table 2 . The geometry 

and the materials of the model respect the original characteriza- 

tion, with the exception of the windows, as all retrofit solutions 

already performed resulted in the replacement of the typical sin- 

gle glazing with double glazed windows. 

The analysis was focused only on the roof insulation, since 

empirical evidence shows that it is the most influential compo- 

nent for energy efficiency [8,10] , particularly in both temperate 

zones climates [57] . In particular, the important role of the roof 

for this model of farmhouses was demonstrated in a previous pa- 

per [12] where the authors have studied all the components of the 

building envelope. The insulating material was placed internally, 

because the laws on the preservation of Italian traditional farm- 

houses restrict external alterations [5] . Table 3 gives the 12 insu- 

lating materials considered. The list includes both inorganic (e.g., 

glass and rock wool), organic (e.g., cellulose, polystyrene foam), 

and unconventional (kenaf and hemp fibers) materials [4] . 

4 http://istituzionale.comune.perugia.it/pagine/vincoli (in Italian). 

Table 3 

Insulation materials compared in the case study. 

Insulating material for roof Conductivity Density Specific heat 

(thickness: 15 cm) (W/mK) (Kg/m 

3 ) (j/kgK) 

a 1 - Hard fiberboard 0.04 130 2100 

a 2 - Mineralized wood 0.075 400 2100 

a 3 - Polystyrene foam slab 0.036 10 800 

a 4 - Cork slab 0.052 150 1900 

a 5 - Rock wool 0.034 50 840 

a 6 - Glass wool 0.036 75 1030 

a 7 - Kenaf fibers 0.037 50 2050 

a 8 - Hemp fibers 0.044 50 1700 

a 9 - Expanded perlite 0.045 95 837 

a 10 - Polyurethane 0.025 30 1500 

a 11 - Expanded vermiculite 0.065 95 10 0 0 

a 12 - Cellulose 0.039 40 1400 

4. Results of the multi-criteria assessment of the insulating 

materials 

Twelve insulating materials were applied to the roof internally, 

and their performance was evaluated as discussed in the first and 

second phases of our approach. The computed results are shown 

in Table 4 and given in Sections 4.1 and 4.2 . 
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Table 4 

Performance of 12 materials with respect to 7 criteria (g1 - global warming; g2 - ozone layer depletion; g 3 - respiratory inorganics; 

g 4 - non-renewable energy; g 5 - Net Present Value; g 6 - comfort performance; g 7 - energy saving). 

Material Code g 1 g 2 g 3 g 4 g 5 g 6 g 7 

Kg CO2 eq kg CFC-11eq Kg PM2.5 eq MJ primary € HrDis GJ 

Hard fiberboard a 1 12,096.012 0.0012312 5.5728 246,240.24 2951.50 3657.79 65.67 

Mineralized wood a 2 15,746.557 0.0 0 06328 5.6160 139,537.39 2670.14 4392.80 59.41 

Polystyrene foam slab a 3 797.040 0.0 0 0 0283 0.4168 22,680.02 2980.71 3750.48 66.32 

Cork slab a 4 3650.403 0.0 0 03348 4.0392 81,216.08 2843.18 3974.48 63.26 

Rock wool a 5 1531.441 0.0 0 0 0697 2.3328 23,328.02 3001.83 3659.44 66.79 

Glass wool a 6 2332.802 0.0 0 03974 1.5465 73,008.07 2984.31 3681.89 66.40 

Kenaf panel a 7 855.360 0.0 0 0 0861 0.9050 12,074.41 2975.77 3685.51 66.21 

Hemp panel a 8 630.720 0.0 0 0 0743 0.3456 10,821.61 2908.35 3921.44 64.71 

Expanded perlite a 9 1995.841 0.0 0 04881 0.9374 33,264.03 2853.07 3893.64 60.76 

Polyurethane a 10 2354.402 0.0 0 0 0 012 2.7432 65,880.06 3093.07 3357.30 68.82 

Expanded vermiculite a 11 788.400 0.0 0 0 0956 1.2787 12,182.41 2730.82 4478.60 63.48 

Cellulose a 12 311.040 0.0 0 0 0347 0.4039 6177.60 2954.19 3800.44 65.73 

Table 5 

Performances of the characteristic profiles for three classes. 

Profile g 1 g 2 g 3 g 4 g 5 g 6 g 7 

b 1 12,096.012 0.0 0 03348 4.0392 139,537.39 2730.82 4392.80 60.76 

b 2 2332.802 0.0 0 0 0956 1.2787 33,264.03 2853.07 3800.44 63.48 

b 3 630.720 0.0 0 0 0283 0.4039 10,821.61 2980.71 3659.44 66.21 

4.1. Life cycle assessment and life cycle cost 

The results of the environmental evaluation are reported in 

Table 4 (see columns: g 1 - global warming; g 2 - ozone layer deple- 

tion; g 3 - respiratory inorganics; g 4 - non-renewable energy). Since 

they represent impact categories, they must be minimized. Results 

show that cellulose ( a 12 ) is always among the top ranked materials 

for all impact categories. Hemp panels ( a 8 ) also perform relatively 

well. Among the non-natural materials, polystyrene ( a 3 ) achieves 

the best results. Fiberboard ( a 1 ) and mineralized wood ( a 2 ) are 

ranked among the bottom three materials for all categories. 

The evaluation of the insulating materials according to the LCC 

analysis is reported in column g 5 - Net Present Value (the lower 

the NPV, the better). The base year for the analysis and costs evalu- 

ation is 2015. The most favorable materials from an economic per- 

spective are mineralized wood ( a 2 ) and expanded vermiculite ( a 11 ), 

whereas the highest cost is associated with polyurethane ( a 10 ) and 

rock wool ( a 5 ). 

4.2. Dynamic thermal and energy simulation results 

Results of energy and thermal comfort performances are pre- 

sented in Table 4 (see columns g 6 and g 7 ). The comfort perfor- 

mance indicator ( g 6 ) represents the hours of discomfort, thus it 

needs to be minimized. Criterion g 7 represents the energy saving 

during one year (to be maximized) resulting from the use of each 

insulating material compared to no insulation. According to both 

indicators, the use of polyurethane ( a 10 ) is the most advantageous 

solution, whereas mineralized wood ( a 2 ) and expanded vermiculite 

( a 11 ) are deemed the worst options. 

4.3. Multi-criteria decision analysis 

The performances of the twelve materials in terms of the seven 

evaluation criteria (see Table 4 ) were used for the application of 

the multi-criteria analysis. The objective of a comprehensive as- 

sessment of the materials’ sustainability was to assign them to a 

set of three pre-defined and ordered classes: C 1 (low/bad quality), 

C 2 (medium quality), and C 3 (high/good quality). 

4.3.1. Elicitation of preference information 

Each class C h , h = 1 , 2 , 3 , is defined by a characteristic profile 

b h . Three experts participating in a focus group meeting decided to 

define the performances of these profiles by indicating one of the 

performances observed in the set of materials. These characteristic 

class performances are summarized in Table 5 . 

Fig. 2 shows a representation of the three characteristic profiles 

(bad ( b 1 ), medium ( b 2 ), and good ( b 3 )) and three selected materials 

(hard fiberboard ( a 1 ), cork slab ( a 4 ), and rock wool ( a 5 )). Note that 

the figure accounts for different criteria preference directions (only 

g 5 and g 7 are of gain type). This is reflected by the least and the 

most preferred performances for the particular criteria denoted in 

Fig. 2 (i.e. the most preferred performances are greater than the 

respective least preferred performances only for g 5 and g 7 ). 

When taking into account all seven criteria, the materials at- 

tain performances that are typical for different classes (see Fig. 2 ). 

For example, the performances of hard fiberboard ( a 1 ) on g 1 - g 4 are 

not better than the performances of characteristic profile b 1 for the 

bad class ( C 1 ), but its performances for g 5 - g 7 are more favorable 

than the performances of b 2 . Furthermore, for all criteria but g 3 , 

rock wool ( a 5 ) is more preferred than the characteristic profile b 2 
for the medium class ( C 2 ), but for g 5 - g 7 it is already at least as 

good as b 3 . In view of such diverse results for the comparisons 

of alternatives and characteristic class profiles for different crite- 

ria, in order to obtain a decisive comprehensive recommendation 

in terms of the assignment of materials to pre-defined classes, we 

used Electre TRI-rC. 

The preferences regarding the importance of individual crite- 

ria were elicited from the DM being an owner of the rural build- 

ing. For this purpose, we used the SRF procedure. In Table 6 , we 

present the ranking of criteria, the number of blank cards inserted, 

and ratio Z . We also give the derived weights w j and concordance 

threshold λ. As agreed by the stakeholders involved, the latter was 

assumed to be equal to the sum of the weights of the three most 

significant criteria ( λ = 0 . 7415 ). 

4.3.2. Class assignments derived from the application of Electre 

TRI-rC 

The derived weights and concordance threshold were used to 

comprehensively compare the materials against the set of charac- 

teristic profiles. The results of this comparison are quantified with 
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Fig. 2. Representation of the characteristic profiles and three selected materials. 

Table 6 

The order of cards with criteria names and blank cards pro- 

vided by the expert in the SRF procedure ( l ( j ) (rank; the 

higher, the better), e s (the number of inserted blank cards); 

Z (ratio between the weights of the most and the least im- 

portant criteria); the weights w j derived from the SRF pro- 

cedure and the concordance threshold λ. 

Z = 8 , λ = 0 . 7415 

g j l ( j ) e s w j 

g 1 , g 6 1 0.0408 

0 

g 5 , g 7 2 0.0884 

1 

g 4 3 0.1837 

0 

g 2 4 0.2313 

1 

g 3 5 0.3265 

the comprehensive concordance degrees and a crisp outranking re- 

lation. In Table 7 , we present these outcomes for a pair of exem- 

plary materials. 

Table 7 also shows the justification of the assignment given to 

these exemplary materials. On one hand, an assignment of a 1 to 

C 1 can be explained in terms of a 1 being judged comprehensively 

worse than b 1 ( b 1 �a 1 ). On the other hand, an assignment of a 5 
to C 2 can be justified with a 5 being preferred to b 1 ( a 5 �b 1 ) and 

worse than b 3 ( b 3 � a 5 ), and there being strong evidence that a 5 
outranks b 2 and vice versa (σ ( a 5 , b 2 ) = 0 . 6735 > σ ( b 1 , a 5 ) = 0 . 0 

and σ ( b 2 , a 5 ) = 0 . 3265 > σ ( a 5 , b 3 ) = 0 . 2177 ). 

For eleven out of twelve insulating materials, the assignments 

suggested by ELECTRE TRI-rC are precise. This leads us to recom- 

mend the following classification for these materials: 

� low quality ( C 1 ): hard fiberboard ( a 1 ), mineralized wood ( a 2 ), 

cork slab ( a 4 ), and glass wool ( a 6 ); 

� medium quality ( C 2 ): rock wool ( a 5 ), expanded perlite ( a 9 ), and 

expanded vermiculite ( a 11 ); 

� high quality ( C 3 ): polystyrene foam slab ( a 3 ), kenaf panel ( a 7 ), 

hemp panel ( a 8 ), and cellulose ( a 12 ). 

Rigid polyurethane foam ( a 10 ) is assigned to [ C 2 , C 3 ], which ex- 

cludes its assignment to the lowest class ( C 1 ). These assignments 

are summarized in Table 8 . 

4.3.3. Sensitivity analysis 

A two-fold sensitivity analysis was performed in order to ver- 

ify the stability of the recommendation given. First of all, to vali- 

date the above assignments against the arbitrary choice of weights 

conducted with the SRF procedure, we sampled 10 0 0 uniformly 

distributed weight vectors compatible with the order of criteria, 

intensities of preference, and ratio Z = 8 provided by the expert. 

For all materials except a 6 and a 9 , all parameter sets considered 

(weights and concordance thresholds) unanimously confirmed the 

recommendation obtained for the weights derived with the SRF 
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Table 7 

Comprehensive concordance indices and class assignments obtained with ELECTRE TRI-rC for a pair of exemplary ma- 

terials (concordance threshold λ = 0 . 7415 ). 

b 1 b 2 b 3 [ C L ( a ), C R ( a )] b 1 b 2 b 3 [ C L ( a ), C R ( a )] 

a 1 ≺ ≺ ≺ a 5 � R ≺
σ ( a 1 , b h ) 0.2585 0.2177 0.0408 [ C 1 , C 1 ] σ ( a 5 , b h ) 1.0 0.6735 0.2177 [ C 2 , C 2 ] 

σ ( b h , a 1 ) 0.7415 0.7823 0.9592 σ ( b h , a 5 ) 0.0 0.3265 0.8231 

Fig. 3. Class acceptability indices (in %) for weight vectors consistent with the order of criteria provided by the expert in the SRF procedure and Z = 8 . 

Table 8 

Class assignments obtained with ELECTRE TRI-rC for twelve insulating materials. 

Low quality ( C 1 ) Medium quality ( C 2 ) High quality ( C 3 ) 

hard fiberboard ( a 1 ) rock wool ( a 5 ) polystyrene foam slab ( a 3 ) 

mineralized wood ( a 2 ) expanded perlite ( a 9 ) kenaf panel ( a 7 ) 

cork slab ( a 4 ) expanded vermiculite ( a 11 ) hemp panel ( a 8 ) 

glass wool ( a 6 ) cellulose ( a 12 ) 

polyurethane foam ( a 10 ) 

procedure (see Table 9 ). As concerns a 6 , the recommendation pro- 

vided by 57% of the sampled weights was C 1 , while the remaining 

43% models suggested C 2 . For a 9 , the majority of models (66.2%) 

opted for a precise assignment to C 2 , while the rest of models rec- 

ommended an imprecise assignment to [ C 1 , C 2 ]. As a result, a 9 was 

assigned either precisely or imprecisely to C 2 by all the sampled 

weight vectors. 

The shares of weights presented in Table 9 can be interpreted 

as class acceptability indices, which indicate the support that is 

given to the assignment of each material to a particular class by 

various feasible parameters of an assumed preference model. The 

graphic presentation of these indices (see Fig. 3 ) clearly confirms 

the existence of a robust assignment to a particular class or a class 

interval for all materials except a 6 , being confirmed by 100% uni- 

formly distributed weight vectors consistent with the order of cri- 

teria provided by the expert in the SRF procedure and Z = 8 . 

Second, we investigated the recommendation obtained with the 

SRF procedure by considering 10 0 0 different values of ratio Z uni- 

formly distributed within the range [6,10] . The shares of weights 

thus derived for which material a is either precisely or imprecisely 

assigned to each class C h are provided in Table 10 and Fig. 4 . For 

the vast majority of materials, the class acceptability indices ob- 

tained are the same as for weight vectors consistent with the order 

of criteria provided by the expert in the SRF procedure and Z = 8 

(see Table 9 ). The only exceptions in this regard concern a 6 (an in- 

creased support for the bad class ( C 1 ) and a decreased support for 

the medium class ( C 2 )) and a 9 (a nullified support for the bad class 

( C 1 )). 

Overall, the assignments initially derived ( a 1 , a 2 , a 4 , and a 6 to 

C 1 ; a 5 , a 9 , and a 11 to C 2 ; a 3 , a 7 , a 8 and a 12 to C 3 ; a 10 to C 2 and 

C 3 ) were confirmed to be robust, being supported either by all or 

by the vast majority of the sampled weight vectors. Moreover, the 

two-fold sensitivity analysis indicated that for a 6 and a 9 , the prob- 

ability of being assigned respectively to C 2 and C 1 was non-zero, 

though significantly lower when compared to the support given to 

the aforementioned recommendations. 

5. Discussion 

The presence of a complex system of technical, economic and 

environmental criteria required a multi-criteria approach for per- 

forming an integrated evaluation. The partial evaluation obtained 

from the energy and thermal comfort optimization and life cycle 

approach did not produce univocal results. By contrast, the appli- 

cation of ElectreTRI-rC and the underlying sensitivity analysis indi- 

cated that polyurethane, polystyrene foam, hemp and kenaf fibers 

were the most preferred materials. 

The profiles of these materials are very diverse, which is useful 

for showing the paradox related to the topic of building energy ef- 

ficiency. According to Copiello [58] , adopting energy-intensive ma- 

terials in order to achieve substantial energy savings in operation 

sometimes means using materials with a great amount of embod- 

ied energy. For example, solutions such as kenaf and hemp fibers 

are not the best according to operational energy saving, but are 

good as concerns the embodied energy. 

The proposed methodology can be applied to any building 

model and to different parts of the envelope in order to identify 

the most favorable insulating materials for thermal comfort with 

good LCA and LCC performance. In comparison with other works 

in the building sector, the suggested approach has the advantage 

of incorporating different aspects, including the competitive char- 

acteristics. Several authors accounted for the environmental perfor- 

mance, applying LCA. For example, Frenette et al. [59] derived an 

environmental index for evaluating assemblies for exterior walls 

in residential buildings. The reviews of Islam et al. [41] and Zuo 

et al. [35] confirm an extensive use of the combined LCA and LCC 
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Table 9 

Share of weights (in %) obtained for uniformly distributed weight vectors consistent with the order of criteria provided 

by the expert in the SRF procedure and Z = 8 , for which material a is assigned precisely or imprecisely to class C h . 

h \ a a 1 a 2 a 3 a 4 a 5 a 6 a 7 a 8 a 9 a 10 a 11 a 12 

1 100.0 100.0 0.0 100.0 0.0 57.0 0.0 0.0 33.8 0.0 0.0 0.0 

2 0.0 0.0 0.0 0.00 100.0 43.0 0.0 0.0 100.0 100.0 100.0 100.0 

3 0.0 0.0 100.0 0.00 0.0 0.0 100.0 100.0 0.0 100.0 0.0 0.0 

Table 10 

Share of weights (in %) obtained with the SRF procedure for Z uniformly distributed within the range [6,10] , for which 

material a is assigned precisely or imprecisely to class C h . 

h \ a a 1 a 2 a 3 a 4 a 5 a 6 a 7 a 8 a 9 a 10 a 11 a 12 

1 100.0 100.0 0.0 100.0 0.0 75.0 0.0 0.0 0.0 0.0 0.0 0.0 

2 0.0 0.0 0.0 0.00 100.0 25.0 0.0 0.0 100.0 100.0 100.0 100.0 

3 0.0 0.0 100.0 0.00 0.0 0.0 100.0 100.0 0.0 100.0 0.0 0.0 

Fig. 4. Class acceptability indices (in %) for weights obtained with the SRF procedure for Z uniformly distributed within the range [6,10] . 

approaches in the building sector. Some combinations of LCA and 

MCDA were also considered by De Felice et al. [60] ; Vilcekova et al. 

[61] and Santos et al. [62] . However, in comparison with the afore- 

mentioned works, our paper presents a more holistic approach, al- 

lowing one to consider environmental impact, economic feasibility, 

and comfort performance. A similar method was suggested by Mo- 

tuziene et al. [20] , although using a limited number of scenarios 

and giving no consideration to comfort. 

6. Conclusions 

The paper presents a hybrid approach, combining different 

methods, for a comprehensive assessment of the insulating materi- 

als applied to the roof of a traditional rural building in central Italy. 

The results offer some interesting solutions regarding the optimal 

materials to be used in the insulation of typical rural buildings, 

which are still poorly investigated. In particular the results show 

the presence of both natural (hemp and kenaf fibers) and not nat- 

ural materials (polyurethane and polystyrene foam) as top solution, 

according to the DM involved (Farmhouse owner). 

The results of our study could be further validated by eliciting 

preferences from more experts. This would require the extending 

of the proposed approach to a group decision-making framework 

Kadzi ́nski et al. [63] . Furthermore, the method can be extended to 

tolerate uncertainty in the performance of the insulating materials. 

Lastly, a comparison with other MCDA methods can be established 

to demonstrate further benefits of using ELECTRE TRI-rC in com- 

parison with AHP, TOPSIS, or PROMETHEE, which so far have been 

the most popular MCDA methods in applications concerning build- 

ings. 
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a b s t r a c t 

Pressure from legislation and customers has motivated companies to consider reverse logistics (RL) in 

their operations. Since it is a complex procedure that requires an adequate system, the recent trend 

consists in outsourcing RL to third-party reverse logistics providers (3PRLPs). This paper provides the 

background of sustainable triple bottom line theory with focus on economic, environmental, and social 

aspects under 3PRL concerns. The relevant sustainability criteria are used in a case study conducted in 

cooperation with an Indian automotive remanufacturing company. To select the most preferred service 

provider, we use a hybrid method combining a variant of ELECTRE I accounting for the effect of rein- 

forced preference, the revised Simos procedure, and Stochastic Multi-criteria Acceptability Analysis. The 

incorporated approach exploits all parameters of an outranking model compatible with the incomplete 

preference information of the Decision Maker. In particular, it derives the newly defined kernel accept- 

ability and membership indices that can be interpreted as a support given to the selection of either a 

particular subset of alternatives or a single option. The proposed ELECTRE-based method enriches the 

spectrum of multiple criteria decision analysis approaches that can be used to effectively approach the 

problem of the 3PRLP selection. As indicated by the extensive review presented in the paper, this appli- 

cation field was so far dominated by Analytic Hierarchy Process and TOPSIS, whose weaknesses can be 

overcome by applying the outranking methods. 

© 2018 Elsevier Ltd. All rights reserved. 

1. Introduction 

Reverse logistics (RL) is defined as “the process of planning, 

implementing, and controlling the efficient, cost effective flow of 

raw materials, in-process inventory, finished goods and related in- 

formation from the point of consumption to the point of origin 

for the purpose of recapturing value or proper disposal” [96] . Re- 

search attention to RL has increased in the past years for several 

reasons. With the recent focus on sustainability, organizations are 

mandated to take back end-of-life (EOL) products as part of their 

environmental service demands [18] . Moreover, the growing pop- 

ularity of online shopping implies that more and more products 

need to be returned to their points of origin. Indeed, the return 
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rate of all online purchased items lies between 8 and 12%. The 

costs of handling them in the reverse supply chain can exceed the 

costs that were necessary in the forward logistics processes [110] . 

As noted by Rogers and Tibben-Lembke [97] , if the focus of for- 

ward logistics is the movement of a material from the point of 

origin toward the point of consumption, then the focus of reverse 

logistics should be the movement of a material from the point of 

consumption toward the point of origin. Thus, the requirements for 

forward logistics and reverse logistics are clearly different. In this 

perspective, Decision Makers (DMs) must rethink their strategies 

when RL issues are adopted, because the methods associated with 

forward logistics are no longer applicable. Concepts such as RL ca- 

pacity and RL practices may sound similar to logistics capacity and 

logistics practices, but the reverse logistics terms have different 

constraints. For example, logistics capacity generally considers the 

logistics infrastructure and focuses on collection, delivery, informa- 

tion, and cash flow. Reverse logistics capacity includes more oper- 

ations such as partial remanufacturing, recycling, and disposal. In 

addition, the customers’ willingness and active engagement play a 

https://doi.org/10.1016/j.omega.2018.05.007 
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vital role in the difference between forward and reverse logistics 

capacity. 

The company can handle its reverse logistics activities in three 

different ways [94] . Firstly, it can manage the service in-house. 

Secondly, it could own logistics subsidiaries through setting up or 

buying a logistics firm [15] . The last option is to outsource the 

function and buy the service [94] . Indeed, outsourcing the logistics 

operations is nowadays one of the foremost management strategies 

[40] . Nevertheless, many companies struggle with the implementa- 

tion of RL, because they do not have any adequate systems in place 

to handle the reverse supply chain in-house [53] . Since the imple- 

mentation of RL is an irreversible decision, manufacturers need to 

recognize its gravity. It is risky due to involving financial and oper- 

ational aspects that have a long-term effect on the company [93] . 

Furthermore, the management of returns is complicated by uncer- 

tainties in timing, volume, and condition that may be difficult to 

predict [110] . 

If the company chooses to outsource its operations, it has to 

choose a reliable third-party reverse logistics provider (3PRLP). 

The provider needs to suit the type of reverse logistics network 

through an adequate information system, transportation, and ma- 

terial handling equipment, as well as warehousing facilities [42] . 

Moreover, evaluation of the 3PRLPs is by nature a multiple criteria 

problem. Formulating a set of relevant attributes for the context 

of outsourcing the logistics operations is not straightforward. Fur- 

thermore, dealing with their multiplicity and conflicting character 

requires the use of dedicated Multiple Criteria Decision Analysis 

(MCDA) methods. In this perspective, the contribution of this pa- 

per to the literature on the 3PRLP evaluation and selection with 

MCDA is four-fold. 

Firstly, we provide the background of sustainable triple bottom 

line theory [29,66] with focus on the economic, environmental, 

and social aspects under 3PRLP concerns. Our in-depth literature 

review indicates that although all three sustainability dimensions 

should be considered in the evaluation of 3PRLPs, companies of- 

ten place more emphasis on some of them (in particular, solely 

on the economic criteria). Drawing from the literature, we propose 

a classification that divides the criteria relevant for 3PRLP into the 

three sustainable concerns. The classification involves fourteen ma- 

jor evaluation categories (e.g., costs and RL capacity in the eco- 

nomic dimension, RL practices and green level within the envi- 

ronmental concerns, and micro- and macro-social impacts among 

the social aspects), and over seventy elementary viewpoints that 

can be relevant for a particular problem. Indeed, the importance of 

defining the appropriate criteria in the context of 3PRLP evaluation 

has been raised in many studies (see, e.g., [46] ). Our classification 

can be interpreted in terms of critical success factors (CSFs) de- 

scribing the key areas in business that can ensure competitive per- 

formance for a company [95] and can be useful in planning imple- 

mentations such as outsourcing of the logistics operations. Above 

all, we detail the significance of sustainability in company’s reverse 

logistics and, in general, supply chain. 

Secondly, we provide a comprehensive summary of the journal 

papers on third-party reverse logistics. We note that their main fo- 

cus is on prioritizing the importance of relevant criteria, design- 

ing reverse logistics networks, and selecting the most preferred 

provider. In fact, the majority of studies deal with a selection of 

a suitable RL provider [40,42,79] . In this context, we list the main 

application fields and note that the reported case studies were 

conducted in countries with the world’s largest economies. Finally, 

we indicate that when dealing with multiple criteria evaluation of 

3PRLPs, the most prevailing methods include different variants of 

Analytic Hierarchy Process (AHP) [104] and TOPSIS [51] , or, in case 

an efficiency of different solutions had to be examined, Data Envel- 

opment Analysis (DEA) [16] . Conversely, little research has focused 

on employing outranking methods in the context of sustainable 

3PRLP selection although their characteristics have proven useful 

in other application fields [38] . 

In this perspective, the third contribution of the paper consists 

in proposing an ELECTRE-based approach [32] that can be used to 

support companies to evaluate the third-party logistics providers. 

When collecting inter-criteria preference information, the method 

admits incompleteness in the provided statements. On one hand, 

the preferences of the DM on the importance of particular criteria 

are collected using the revised Simos procedure [34] (note that it 

is also called the Simos–Roy–Figueira (SRF) procedure). Precisely, 

(s)he is expected to rank the criteria from the least to the most 

important while additionally differentiating the intensity of pref- 

erence between different pairs of attributes. On the other hand, 

we tolerate an imprecise range of admissible values for the credi- 

bility threshold. As far as intra-criterion preference information is 

concerned, apart from the comparison thresholds traditionally con- 

sidered in ELECTRE [102] , we account for the effect of reinforced 

preference [103] . So far, it has not been used in the context of any 

real-world case study. The effect justifies an additional bonus for 

the alternative which is very strongly preferred over another alter- 

native. 

Since there exist multiple parameter values of an outranking 

model compatible with thus provided preferences, we tolerate all 

of them in the exploitation phase and use the results of robust- 

ness analysis for the recommendation of the most preferred option 

[100] . For this purpose, we couple ELECTRE I [98,99] that allows to 

indicate the most prevailing subset of alternatives with Stochastic 

Multi-criteria Acceptability Analysis [70,119] . The latter computes 

some acceptability indices by considering recommendation derived 

for different feasible sets of parameters. 

In ELECTRE I, the most preferred subset of alternatives corre- 

sponds to a kernel of an outranking graph. Consequently, our ro- 

bustness analysis is focused on the stability of a kernel obtained 

with different compatible instances of the preference model. In 

particular, we define the kernel acceptability and membership in- 

dices that can be interpreted as a support given to the selection 

of, respectively, a particular subset of alternatives or a single op- 

tion. Nevertheless, we additionally address the robustness concerns 

by computing the respective results for pairwise relations and one 

against all comparisons. A comprehensive analysis of such results 

allows us to indicate the most preferred provider as well as some 

optional choices. 

The fourth contribution of this paper consists in reporting the 

results of a case study that was conducted in cooperation with a 

company in an Indian automotive remanufacturing industry. In this 

way, we explore the status of 3PRL in the specific context of India, 

where it is still undeveloped. The study concerned evaluation of 

five service providers in terms of several economic, environmental, 

and social criteria. The justification for applying the proposed hy- 

brid approach to support the case company in selecting the most 

preferred 3PRLP(s) derives from the favourable characteristics of 

the incorporated elementary approaches. These include: 

• An operational simplicity and acceptance of the incomplete 

preference information on the relative importance of criteria 

(with the possibility of differentiating the intensity of prefer- 

ence for various pairs of criteria) by the revised Simos proce- 

dure [24,34,112] ; 
• accounting for the imperfect knowledge of data and the arbi- 

trariness when building the criteria by ELECTRE [32] ; 
• deriving the recommendation from comparing the alternatives 

pairwise (without scoring the available options) and indicat- 

ing the most preferred subset of alternatives by ELECTRE I 

[99] which is consistent with the type of a problem considered 

by the company; 
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• tolerating the incompleteness of preference information and 

verifying the stability of the choice recommendation by SMAA 

[119] . 

The paper is structured in the following way. Section 2 provides 

relevant literature resources on reverse logistics and third-party re- 

verse logistics. The need for outsourcing logistics operations and 

the relevant criteria for the evaluation of 3PRLPs are discussed 

in Section 3 . A new hybrid MCDA approach combining Stochastic 

Multi-criteria Acceptability Analysis with ELECTRE I is presented 

in Section 4 . Section 5 presents a case study where the proposed 

method is applied to a real-world problem considered by an Indian 

auto parts remanufacturing company. The concluding section sum- 

marizes the managerial implications and draws some avenues for 

future research. 

2. Review of literature on third-party reverse logistics 

In this section, we present a literature review concerning third- 

party reverse logistics. We emphasize that scholarly attention for 

reverse logistics and 3PRLP has increased in the past years due to 

the demand of manufacturing companies. 

Indeed, more and more firms consider the reverse supply chain 

as a management strategy that can lead to a competitive advan- 

tage [89] . Pokharel and Mutha [88] indicated that research on re- 

verse logistics had been growing since the 1960s. In their review, 

Agrawal et al. [1] covered more than 240 papers on this topic pub- 

lished within the time frame 1986–2015, whereas Govindan et al. 

[44] reviewed over 150 works on RL that were published only 

between 2007 and 2013. The interest in reverse logistics is con- 

stantly increasing for legal, environmental, social, and economic 

reasons. In particular, Steven et al. [113] demonstrated its posi- 

tive impact on the economic and ecological performance of a com- 

pany. In the same spirit, Ramirez and Morales [91] analysed how 

RL could affect costs and organization performance of the com- 

panies. [122] dealt with the impact of reverse logistics on supply 

chain management performance in order to analyse its relations 

with the order and inventory variance amplification. A focus on the 

green operations in RL was presented by Kumar and Kumar [68] . 

Research on reverse logistics has been further developed in con- 

nection with the outsourcing of logistics operations to third-party 

reverse logistics providers. Selecting the appropriate reverse logis- 

tics provider is challenging since many criteria influence this de- 

cision. These criteria can have environmental, industrial, or oper- 

ational characteristics [43] . Recent research has been done in the 

areas of supplier selection and outsourcing decisions, and different 

solution methodologies for the problem have been presented. 

In Table 1 , we summarize the journal papers on third party 

reverse logistics. Their scope varies from prioritizing criteria rel- 

evant for 3PRLP through applying various MCDA methods for sup- 

plier selection to designing reverse logistics networks. The re- 

ported application domains include electronics (e.g., mobile phones 

or computers) industry, plastic, paper, and carpet recycling, tire, 

battery, and medical device manufacturing, steel enterprise, and 

petrol retailing. The majority of studies on selecting the provider 

for outsourcing forward logistics operations were performed in 

USA, Brazil, China, Turkey, UK, India, and Iran. The prevailing 

techniques used to evaluate the service providers include differ- 

ent variants of AHP [104] , TOPSIS [51] , and Data Envelopment 

Analysis [16] . 

The review on 3PRLP proves that little research has included 

sustainability criteria. Since issues of corporate social responsi- 

bility (CSR) and sustainability were introduced to RL, a shift to- 

wards sustainable performance models has occurred [85] . Never- 

theless, studies that accounted for all three pillars of sustainabil- 

ity (environmental, economic, and social) are rare. For example, 

Wang and Zhu [125] included the environmental area in their 

study when they combined the status of domestic third-party 

reverse logistics and the environmental requirements of a low- 

carbon economy. Razzaque and Sheng [94] accounted for the so- 

cial aspect in their work and emphasized the importance of hu- 

man factors. Social issues were also acknowledged by Boyson et al. 

[12] , who pointed out the importance of human resource pol- 

icy and labor conditions for their employees. However, accord- 

ing to Kafa et al. [62] , there is the need for more research on 

3PRLP that includes the triple bottom line of environmental, eco- 

nomic, and social goals. This paper contributes to closing this re- 

search gap by providing the background of sustainable triple bot- 

tom line theory under 3PRLP concerns. The usefulness of such 

an approach is demonstrated with a case study in the specific 

context of India, where the status of third-party logistics is still 

undeveloped. 

3. Framework development 

In this section, we discuss the reasons for outsourcing the lo- 

gistics operations instead of maintaining them in-house. Since this 

paper emphasizes sustainability, we draw a strong connection with 

the third-party reverse logistics. We also discuss the critical suc- 

cess factors for the selection of 3PRLP. These had been used as cri- 

teria to evaluate the service providers within the case study re- 

ported in Section 5 . 

3.1. Outsourcing of logistics operations 

Outsourcing has been defined as “an agreement in which one 

company contracts out a part of their existing internal activity to 

another company” [ 77 , p. 68]. There is an ongoing trend in many 

industries to outsource certain activities, including supply chain 

management and logistics operations. The primary reasons for this 

involve globalization of business, rapid growth in global market- 

places [72] , cost savings, enhancing revenue potential, and opera- 

tional benefits. 

Since reverse logistics performance generally takes up less than 

5% of a company’s performance, it is natural for many compa- 

nies to delegate this task to third-party reverse logistics providers 

[12] . According to Bradley [13] , company’s logistics costs may 

be reduced by using a 3PRLP, since the experienced outsourced 

providers are often more efficient than the company itself. More- 

over, production costs can be lowered by specialization effects and 

the proper utilization of core competencies. Companies can also 

take advantage of economies of scale by converting RL functions 

into an activity where profit is created [36] . Outsourcing can have 

further advantages, such as higher logistics performance, higher 

quality, optimized asset use, increased flexibility, and reduction in 

strategic and operational risk management [71] . In choosing the 

right provider, the DM’s selection can be strategic and can result 

in the achievement of new technologies, knowledge, and new mar- 

kets [78] . 

Furthermore, the providers specialize in managing the reverse 

flow of the returned products as well as providing services such as 

remanufacturing, refurbishing, and recycling [96] . Due to the spe- 

cialization, they can motivate companies to reach environmental 

sustainability goals, since they offer useful solutions for sustain- 

able supply chains. Moreover, the activity of greening the supply 

chain may be connected with a better reputation for the com- 

pany [123] . Consequently, RL providers are considered a key op- 

erational element for the development of a sustainable supply 

chain. 

Nevertheless, implementing reverse logistics also carries some 

risks. These include loss of control over the logistics operations 

[126] , difficulties in implementing environmentally practices due 
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Table 1 

Summary of journal papers on third party reverse logistics published after 20 0 0 (criteria: E = economic, V = environmental, S = social). 

No. Source Type of study/ Contribution Tools Issues addressed 

Application field / Country E V S 

1 [90] Case study / Electronics 

industry 

Proposed an integrated model based on Fuzzy AHP for 

evaluation and prioritization of selection criteria and Fuzzy 

TOPSIS for the selection and development of reverse 

logistics partners 

MCDM – Fuzzy AHP and 

Fuzzy TOPSIS 

X X 

2 [118] Case study / Composite 

pipe manufacturer / USA 

Used the Analytic Network Process (ANP) and proposed an 

analytical framework to systematically model the complex 

nature of interactions among the selection factors of 

3PRLPs 

MCDM – ANP X X 

3 [81] Case Study Proposed a multiple objective additive network DEA model 

to evaluate and select the most preferred 3PRLPs 

Network data envelopment 

analysis and MONLP 

X 

4 [46] Review / Brazil Identified the main criteria, the systematic methods that 

can be used in order to select the most appropriate 3PRLP, 

and proposed a framework based on a multiple criteria 

decision aid approach to select 3PRLP 

X X 

5 [109] Case Study / Plastic 

recycling / India 

Evaluated the most efficient Reverse Logistics Contractor 

(RLC) through a proposed model, a hybrid method using 

AHP and the Fuzzy TOPSIS 

MCDM – AHP and Fuzzy 

TOPSIS 

X X 

6 [115] Numerical example / Copier 

remanufacturing and paper 

recycling / Turkey 

Presented two hybrid simulation-analytical modelling 

approaches for the RL network design of the 3PRLP 

Stochastic simulation 

model, Generic method 

X 

7 [52] Case study / Mobile phone 

company / India 

Developed decision support system to assist the top 

management of the company in selection and evaluation of 

3PRLPs by a hybrid approach using AHP and TOPSIS 

methods 

MCDM – TOPIS and AHP X X 

8 [7] Numerical example Proposed an innovative approach based on a free 

disposable hull (FDH) to select the most preferred 3PRLP 

DEA – FDH X 

9 [130] Case study / Supply chain 

& logistics company / Iran 

Investigated the feedback and relationships among 

attributes, and identified the most important attributes in 

the evaluation of 3PRLP using ANP 

ANP, Intuitionistic fuzzy set 

(IFS) and Grey Relation 

Analysis (GRA) 

X X 

10 [75] Case Study / ELV company / 

Iran 

Defined suitable assumptions given the situation of ELV’s 

management in Iran to model the problem as a 3PRL 

network 

Integer linear programming X 

11 [41] Case Study / Tire industry / 

India 

Illustrated the interactions between the attributes for the 

3PRLP development using Interpretive Structural Modelling 

(ISM) 

MCDM – ISM X X 

12 [128] Numerical example / Steel 

enterprise / China 

Analysed the closed-form analytic expressions for both 

united optimization strategies in a centralized closed-loop 

system and the Stackelberg strategies in a decentralized 

system 

Stochastic modelling X 

13 [74] Proposed a model for the logistics business of a large third 

party service provider; incorporated both forward and 

reverse product flows for the company, including price, 

transportation mode, and outsourcing cost 

X 

14 [92] Case study / Computer 

company / India 

Proposed a model to efficiently assist the DMs in 

determining the most appropriate third-party reverse 

logistics provider using a combination of AHP and TOPSIS 

methods 

MCDM – AHP and TOPSIS X X 

15 [9] Case studies / Medical 

device remanufacturing 

and carpet recycling 

Presented a multiple criteria approach for the RL network 

design 

AHP X 

16 [106] Numerical example Proposed a model for dealing with selecting 3PRLPs in the 

presence of both dual-role factors and imprecise data 

DEA X X 

17 [5] Numerical example Proposed a new chance-constrained data envelopment 

analysis (CCDEA) approach to support the DMs in 

determining the most preferred 3PRLPs in the presence of 

both dual-role factors and stochastic data 

DEA X 

18 [6] Numerical example Proposed a new model (output-oriented super slack-based 

measure (SBM) model in the presence of stochastic data 

along with non-linear program was derived and further 

converted to quadratic program) for 3PRLP selection 

Output-oriented super SBM 

model 

X 

19 [40] Case study / Battery 

company / India 

Proposed a structured model for the selection of a 3PRLP 

under fuzzy environment for the battery industry, which 

establishes the relative weights for attributes and 

sub-attributes 

Fuzzy extent analysis X X 

20 [105] Proposed a model for selecting 3PRLP in the presence of 

multiple dual-role factors 

DEA X 

21 [108] Numerical example Introduced a heuristic based approach for solving the 

Vehicle Routing Problem (VRP) of 3PRLs which can be 

described as the problem of designing optimal routes from 

one depot to a number of customers subject to constraints 

Tabu search, Clarke/Wright 

algorithm 

X 

22 [64] Case study / Battery 

recycling industry / India 

Developed a multi-criteria group decision making 

(MCGDM) model in a fuzzy environment to guide the 

selection process of the most preferred 3PRLP through 

analysis of the interactions between criteria 

MCDM – ISM and TOPSIS X 

( continued on next page ) 
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Table 1 ( continued ) 

No. Source Type of study/ Contribution Tools Issues addressed 

Application field / Country E V S 

23 [107] Numerical example Introduced a methodology (imprecise DEA) to select the 

most efficient 3PRLP in the conditions for both ordinal and 

cardinal data 

IDEA X 

24 [50] Case study / China Proposed a benchmarking decision making model to assist 

in the entry of 3PRLPs 

X 

25 [63] Case Study / Battery 

industry / India 

Proposed a structured model for evaluating and selecting 

the most preferred 3PRLP under a fuzzy environment for 

the battery industry 

MCDM – AHP and Fuzzy 

AHP 

X X 

26 [65] Case Study / Tire 

manufacturing / India 

Proposed a structured, MCDM model for evaluating and 

selecting the most preferred 3PRLP using Fuzzy TOPSIS 

MCDM – Fuzzy TOPSIS X X 

27 [129] Proposed a grey comprehension model to evaluate the 

3PRLPs 

Grey-AHP and Grey 

Relational Theory 

X 

28 [28] Numerical example Supported the DMs in determining the most preferred 

3PRLP using a two-phase model based on artificial neural 

networks and fuzzy logic in a holistic manner 

Artificial neural networks, 

MCDM – Delphi and Fuzzy 

AHP 

X 

29 [80] Numerical example Proposed a mixed-integer programming model and a 

genetic algorithm that can solve the reverse logistics 

problem involving the location and allocation of repair 

facilities for 3PLs 

Genetic algorithm X 

30 [54] Numerical example Selected the logistics service provider ANP X 

31 [55] China Analysed the interactions among major barriers that hinder 

or prevent the application of reverse logistics in the 

Chinese industries 

AHP, TOPSIS, Grey Relative 

Analysis 

X 

32 [79] Numerical example Evaluated 3PRLPs accounting for the factors such as 

end-of-life product organization within a decision 

framework 

MCDM – ANP X 

33 [67] Review and field study / 

Third party transportation 

company / USA 

Examined the issues and processes that an organization 

(reverse logistics provider) has to address to engage in the 

reverse logistics business 

X X 

34 [11] Case study – cross case 

analysis / Petrol retailers / 

UK 

Identified the factors which influence outsourcing decisions 

and the supply chain implications of outsourcing strategies 

X 

to lack of capabilities and resources [35] , and the need for main- 

taining a complex relationship between the company and the 

provider [124] . The latter needs to account for the trust be- 

tween the involved parties as well as the exchange of infor- 

mation about materials, waste management, shared profits, and 

savings [4] . 

3.2. Critical success factors 

The critical success factors (CSF) define key elements that are 

required to ensure the success of any business and allow com- 

pany to achieve its goals [95] . If the areas identified as CSFs receive 

careful attention from the top management, they have the poten- 

tial to create a competitive advantage for the company. Talib and 

Hamid [116] summarized the CSFs in various supply chain man- 

agement fields such as the reverse supply chain, the outsourcing 

of the logistics operations, and the third-party logistics evaluation. 

However, they neglected sustainability aspects to a large extent. 

Instead, Kafa et al. [62] claimed that reverse logistics outsourc- 

ing should be environmentally, economically, and socially applied. 

This is consistent with the findings of Almeida [2] and Govin- 

dan et al. [43] who claimed that when selecting the RL provider, 

the outsourcing contract price is no longer the sole relevant 

criterion. 

In Table 2 , we propose a classification that divides the criteria 

relevant for 3PRLP into the three sustainable concerns. The envi- 

ronmental, economic, and social aspects include the criteria that 

fall under each category as well as the examples for these view- 

points seen as sub-criteria. The latter ones were derived from a lit- 

erature review. The criteria listed in Table 2 lay the groundwork for 

the selection of the most preferred 3PRLP within the case study, 

but they can be also adopted for dealing with other problems in 

the same application area. 

4. Multiple criteria decision analysis method for the 

assessment of the third-party reverse logistics providers 

This section describes a multiple criteria decision analysis 

method that has been used to evaluate the third party logistics 

providers within the case study, to advance in solving the problem, 

and to select the most preferred alternative. The incorporated ap- 

proach employs an outranking model to represent preferences of 

the DM, and investigates the impact of using different parameter 

values compatible with the DM’s value system on the choice rec- 

ommendation. In this regard, it combines the ELECTRE I method 

[99] used to select the most preferred subset of providers for a 

particular set of parameters of an outranking model, the revised 

Simos procedure [34] to derive the ranking of criteria, and Stochas- 

tic Multi-criteria Acceptability Analysis to conduct robustness anal- 

ysis while avoiding the arbitrary selection of parameters [120] . 

The review presented in Section 2 proved that the most prevail- 

ing MCDA methods used in the context of 3PRLP evaluation were 

AHP [104] , TOPSIS [51] , and Data Envelopment Analysis [16] . The 

popularity of AHP is mainly due to its intuitiveness, the natural 

appeal of a semantic scale it employs for expressing relative im- 

portance, availability of the user-friendly software, and a hierarchi- 

cal decomposition of the multiple criteria problems being efficient 

from both operational and computational viewpoints [10] . Further- 

more, TOPSIS is appreciated by the practitioners for a sound logic 

that represents the rationale of human choice involving the com- 

parisons of each alternative with both the ideal and anti-ideal op- 

tions, as well as for a simple computation process that can be pro- 

grammed even in a spreadsheet [111] . Finally, the main advantages 

of DEA are that it is a non-parametric approach not requiring any 

functional forms, it can simultaneously handle heterogeneous in- 

puts and outputs, and it provides means for identifying the sources 

of inefficiency that can be analysed and quantified [20] . 
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Table 2 

Sustainability criteria for the evaluation of third-party logistics providers. 

Aspect Criteria Sub-criteria References 

Economic Costs RL costs, cost of relationship, cost of service, cost reduction [3,62,73,79] 

Quality Quality of product / service / people, product performance, quality 

improvement 

[37,62] 

RL Capacity Financial capacity, specialized infrastructures, skilled professionals, 

capability under uncertainty, RSC performance 

[48,62,83,114] 

Technology Technology capacity, warehouse management, transportation management, 

inventory management, information technology, demand forecasting, 

investment in IT 

[3,12,37,48,83] 

Relationship Effective communication, mutual commitment, flexibility, fairness, trust, 

channel relationship, service quality 

[48,117] 

Financial performance Assets, reputation, primary customer loyalty, understanding business 

needs, market share, profitability 

[3,12,73,82,117] 

Management of risk Setting standard and monitoring, external and internal communication, 

supply chain integration, government policy, complaint management, 

shipping and tracking, order management 

[17,19,48,56,83,94] 

Environmental RL practices Collection, sorting, treatment, redistribution, take back policy, packing, 

storage, delivery 

[17,62,94] 

Organizational role Reclaim, recycle, remanufacturing, reuse, disposal, treatment [25,62] 

Green level Environmental management, pollution, resource consumption [62,86] 

Low-carbon Oil consumption, cleaning materials and clean energy use, carbon 

emissions, average volume of air emission pollutants 

[49,86] 

Environmental management system ISO 140 0 0, environmental policies, environmental objectives, checking of 

environmental activities 

[8,66,69] 

Social Micro-social impact Employee satisfaction, customer satisfaction, stakeholder satisfaction, 

overall working relations 

[12,62] 

Macro-social impact Health and safety, local community, human factors [62,94] 

However, each of these approaches has also some major weak- 

nesses. In particular, the completion of the model used by AHP is 

time consuming because the number of required pair-wise com- 

parisons may become troublesome. Moreover, it applies an ar- 

bitrary transformation of the linguistic terms to real numbers 

[14] . Furthermore, TOPSIS requires an arbitrary normalization of 

the original evaluations on different criteria scales into a com- 

mon scale, which affects the ranking of alternatives [131] . Besides, 

score- and distance-based MCDA methods admit compensation be- 

tween different criteria. When it comes to Data Envelopment Anal- 

ysis, it is often criticized for its poor discriminative power (for a 

discussion on the weaknesses of DEA, see [58] ). 

ELECTRE methods may be used to overcome the aforemen- 

tioned problems [32] . In fact, they tolerate qualitative nature of 

some criteria and heterogeneous criteria scales. Also, they apply 

non-compensatory aggregation of multiple criteria, additionally of- 

fering the possibility to model the effects of strong advantage (i.e., 

the effect of reinforced preference [103] ) or critical weakness (i.e., 

the veto effect) in the comparison of a pair of alternatives. More- 

over, although ELECTRE admits incomparability, it offers a wide 

spectrum of tools to discriminate between different alternatives. 

Finally, the proposed method explicitly deals with the incomplete- 

ness of the DM’s preference information by considering all compat- 

ible preference models, which enhances her/his trust in the pro- 

vided recommendation. Let us use the following notation: 

• A = { a 1 , a 2 , . . . , a n } is a set of alternatives (third-party logistics 

suppliers); 
• G = { g 1 , g 2 , . . . , g m 

} is a family of evaluation criteria that repre- 

sent relevant points of view on the quality of assessed alterna- 

tives; J = { 1 , 2 , . . . , m } ; 
• g j ( a ) is the performance of alternative a ∈ A with respect to cri- 

terion g j , j = 1 , . . . , m (when presenting the method, without 

loss of generality, we assume that all criteria are of gain type 

(i.e., the greater the performance, the better)). 

4.1. Preference elicitation 

In this section, we discuss the meaning of parameters related 

to the formulation of an outranking preference model that need to 

be elicited from the DM. Their use allows to first make the alter- 

natives more comparable and then to identify the most preferred 

subset of options. 

Step P1 : Elicit the ranking of criteria g j , j = 1 , . . . , m using the 

SRF procedure [34] , and determine the constraints on the admissi- 

ble criteria weights w j . The SRF procedure assumes the DM would 

rank the cards with criteria names from the least important to the 

most important, while admitting that some criteria are deemed in- 

different. Then, the DM is asked to quantify the intensity of prefer- 

ences between successive groups of criteria L s and L s +1 through e s 
blank cards inserted between these groups. As a result, each crite- 

rion g j is assigned some importance rank l j so that the greater the 

rank, the better. Finally, the DM needs to specify ratio Z between 

the importances of the most and the least significant criteria de- 

noted by L v and L 1 , respectively [24] . 

Step P2 : Specify the indifference q j and preference p j thresholds 

for each criterion g j , j = 1 , . . . , m . These technical parameters re- 

flect the discriminating character of g j in face of imperfect knowl- 

edge [27] . They indicate, respectively, the maximal performance 

difference that is negligible on g j and the minimal performance 

difference that induces a strict preference of one alternative over 

another on g j [102] . Setting p j > q j ≥ 0 allows considering a gradual 

transition from full concordance (in case g j (a ) − g j (b) ≥ −q j ) to no 

concordance (in case g j (a ) − g j (b) ≤ −p j ). 

Step P3 : Specify the reinforced preference threshold rp j and the 

reinforcement factor ω j for a subset of criteria on which a very 

strong preference of one alternative over another ( g j (a ) − g j (b) ≥
rp j > p j ) should justify an additional bonus ( ω j > 1) when com- 

pared with the case where the preference is not that strong [103] . 

Step P4 : Specify the veto threshold v j for a subset of criteria 

g j , j = 1 , . . . , m, that should be attributed a sufficient power to im- 

pose a strong opposition to outranking of a over b . This threshold 

represents the minimal performance difference g j (b) − g j (a ) that 

would justify not considering a at least as good as b even if it is 

more advantageous on all remaining criteria. 

Step P5 : Elicit the minimal λ∗ and maximal λ∗ value of the 

credibility threshold λ, i.e., the admissible range of values for the 

credibility of an outranking relation that would justify the truth of 

a crisp outranking relation. 
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4.2. Construction and exploitation of an outranking relation for 

selecting the most preferred subset of alternatives 

In this section, we present a variant of ELECTRE I that has been 

used in the study to select the most preferred reverse logistics 

service provider. The method constructs an outranking relation S 

and represents it with an outranking graph G S . The latter is ex- 

ploited to identify the graph kernel that corresponds to the most 

advantageous subset of options. When recalling the main steps of 

the method, we assume that a set of precise parameters values 

( w j , q j , p j , rp j , ω j , v j for j = 1 , . . . , m, and λ) related to the formu- 

lation of an outranking model is given. 

Step O1 : For each criterion g j , j = 1 , . . . , m, define the marginal 

concordance function c j ( a, b ) indicating for each pair of alterna- 

tives a and b a degree to which a outranks b on g j . We use c j ( a, b ) 

defined as follows: 

c j (a, b) = 

⎧ ⎪ ⎪ ⎨ 

⎪ ⎪ ⎩ 

ω j , if g j (a ) − g j (b) ≥ rp j , 
1 , if rp j > g j (a ) − g j (b) ≥ −q j , 
0 , if g j (a ) − g j (b) < −p j , 
g j (a ) − g j (b) + p j 

p j − q j 
, otherwise. 

Thus, if a is very strongly preferred to b on g j , then c j (a, b) = ω j > 

1 ; if a is at least as good as b on g j , but its superiority is not that 

strong, then c j (a, b) = 1 ; if b is weakly preferred to a , then c j ( a, 

b ) ∈ (0, 1), whereas in case b is strictly preferred to a , there is no 

concordance with aSb . 

Step O2 : Compute the comprehensive concordance index C ( a, 

b ) indicating the strength of the coalition of criteria supporting the 

hypothesis about a being at least as good as b : 

C(a, b) = 

∑ m 

j=1 w j · c j (a, b) ∑ 

j∈ F RP w j · ω j + 

∑ 

j∈ J\ F RP w j 

∈ [0 , 1] , 

where F RP (a, b) = { j ∈ J : g j (a ) − g j (b) ≥ rp j } is a subset of criteria 

for which a reinforced preference of a over b occurs [103] . In this 

way, the contribution of a subset of criteria F RP ( a, b ) in the support 

of aSb is greater than their contribution in case the effect of rein- 

forced preference was not considered. Clearly, the greater C ( a, b ), 

the greater the concordance with the hypothesis that a outranks b . 

Step O3 : For each criterion g j for j = 1 , . . . , m, define the 

marginal discordance function d j ( a, b ) indicating for each pair of 

alternatives a and b a degree to which g j opposes to outranking 

aSb . We use d j ( a, b ) defined as follows: 

d j (a, b) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 , if g j (b) − g j (a ) ≥ v j , 
0 , if g j (b) − g j (a ) ≤ p j , 
g j (b) − g j (a ) − p j 

v j − p j 
, otherwise. 

Thus, if a is critically worse than b on g j , then d j (a, b) = 1 ; if a is 

not worse than b by more than p j , there is no discordance, whereas 

in case b is strictly preferred to a on g j , but the performance dif- 

ference is not that critical, then d j ( a, b ) ∈ (0, 1). Also, when v j was 

not specified for g j , d j (a, b) = 0 for all pairs of alternatives. 

Step O4 : Combine the comprehensive concordance index and 

the marginal discordance indices into a credibility σ ( a, b ) of an 

outranking relation aSb in the following way [84] : 

σ (a, b) = C(a, b) · [1 − max j∈ J d j (a, b)] . 

Thus, in case there is no discordance on any criterion, then 

σ (a, b) = C(a, b) , whereas in case d j ( a, b ) > 0 for some j = 1 , . . . , m, 

then the credibility is decreased with respect to C ( a, b ). In partic- 

ular, if some criterion strongly opposes to aSb ( d j (a, b) = 1 ), then 

σ (a, b) = 0 . 

Step O5 : For each pair of alternatives a and b , compare σ ( a, 

b ) with the credibility threshold λ to verify the truth of a crisp 

outranking relation aSb in the following way: 

σ (a, b) ≥ λ ⇒ aSb. 

If σ ( a, b ) < λ, a does not outrank b ( aS C b ). Knowing if aSb and bSa 

hold, one can verify the truth of preference �, indifference ∼ , and 

incomparability R relations in the following way: 

aSb ∧ bS C a ⇒ a � b, 

aSb ∧ bSa ⇒ a ∼ b, 

aS C b ∧ bS C a ⇒ aRb. 

Note that while constructing an outranking relation S , we have re- 

placed the original concordance and discordance tests considered 

in ELECTRE I by their more recent implementations. This allowed 

us to better represent the preferences of the DM involved in the 

case study. Firstly, when conducting the concordance test, we con- 

sidered the effect of reinforced preference, because at the stage of 

problem structuring we identified some criteria on which a very 

strong preference of one alternative over another should justify 

some bonus with respect to the case where the preference is not 

that strong. Secondly, we employed a fuzzified marginal discor- 

dance so that to account for the criteria weakly opposing to an 

outranking relation (0 < d j ( a, b ) < 1). The binary marginal discor- 

dance with d j ( a, b ) defined solely with respect to the veto thresh- 

old v j was found too restrictive for the considered study. It would 

simply occur too rarely to imply that the arguments against the 

outranking have an actual impact on the obtained results. Such 

an impact was found appealing by the involved experts. Thirdly, 

when computing the comprehensive discordance, we accounted 

for the greatest observed marginal discordance rather than all 

marginal discordances. Let us note that our study involved 14 crite- 

ria, but only 5 of them were attributed a power to veto against the 

outranking. In this perspective, a maximal marginal discordance 

was found as an adequate measure quantifying a power of such 

a limited subset of criteria potentially opposing to an outranking. 

Note that under such a setting, in case there were multiple cri- 

teria weakly opposing to an outranking, their impact on the out- 

ranking credibility would be reduced as only the strongest opposi- 

tion against the outranking would be taken into account. Nonethe- 

less, when there was at least one criterion strongly opposing to an 

outranking, the credibility would be nullified. Fourthly, the imple- 

mented outranking credibility clearly distinguishes the ways con- 

cordance and discordance are implemented as the criteria that 

negatively intervene in the credibility are not restricted to those 

for which the discordance is greater than the comprehensive con- 

cordance as, e.g., in the ELECTRE TRI method [32] . 

Step O6 : Represent the outranking relation S with an outrank- 

ing graph G S whose nodes correspond to the alternatives and arcs 

reflect the truth of S . Select the most preferred subset of alterna- 

tives in A by identifying the kernel K of graph G S [98] . K is de- 

fined as a subset of alternatives (nodes) which are incomparable in 

terms of S , and the alternatives not contained in K are outranked 

by at least one alternative belonging to K [101,127] . If G S is acyclic, 

there exists a unique kernel. Otherwise, the cycle(s) need to be 

reduced before K is identified. For this purpose, we aggregate all 

elementary nodes in a cycle into a singleton (an artificial node) 

inheriting all in- and out-arcs from its component nodes (for an 

example, see Fig. 1 (a)). Consequently, all alternatives which form a 

cycle are considered indifferent. 

Note that the interpretation of an outranking graph kernel as 

the most preferred subset of alternatives derives from its defini- 

tion. On one hand, a condition of an internal stability implies that 

the alternatives contained in the kernel do not outrank each other. 

This means that they are incomparable in terms of S , and hence 

there are no sufficiently strong reasons to judge one alternative 

from the kernel as more advantageous than another. On the other 
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Fig. 1. Example outranking graphs: a) elimination of a cycle involving S 1 and S 2, b) identification of the kernel { S 2, S 3}. 

hand, a condition of an external stability implies that the alterna- 

tives not contained in the kernel are outranked by at least one al- 

ternative from the kernel. In this perspective, the alternatives con- 

tained in the kernel jointly offer sufficiently strong arguments to 

neglect the remaining alternatives. However, as noted by Figueira 

et al. [33] , in practical decision aiding, the computation of an out- 

ranking graph kernel can be treated as a pre-processing step. Then, 

the kernel is not treated as the most preferred subset of alterna- 

tives, but rather as a limited subset of options, from which the best 

compromise solution could be subsequently selected. In our study, 

we refer to both above interpretations. That is, when discussing 

the results obtained for a particular set of parameters, we treat the 

kernel as the most preferred subset of alternatives. However, since 

we consider multiple sets of parameters compatible with the DM’s 

preferences, the analysis of all respective graph kernels is used to 

identify the most preferred alternative. 

In what follows, we present the steps of an algorithm for iden- 

tifying a kernel in an acyclic graph: 

I. Construct a table with three columns (denoted as status, key 

and value) and n rows, where n is the number of nodes (al- 

ternatives). For each row, the status is initially empty, the key 

corresponds to the identifier of some node and the respective 

value is composed of all predecessors of this node. 

II. Repeat until the status of each row is marked with either Y or 

N: 

a) Mark with Y all rows with the empty values (i.e., nodes with 

no predecessors that would be in the kernel; note that each 

value, which contains solely the crossed out identifiers, is 

also treated as empty). 

b) Mark with N all rows whose values contain at least one key 

of a row marked with Y (i.e., nodes which have some pre- 

decessor in the kernel). 

c) Cross out the keys of rows marked with N from all values of 

the rows which have not been yet marked with Y or N. 

III. The graph kernel contains all keys of rows marked with Y. 

In Table 3 , we report the elementary steps of the above algorithm 

applied to the graph illustrated in Fig. 1 (b). The kernel is composed 

of nodes S 2 and S 3. 

4.3. Robustness analysis with stochastic multi-criteria acceptability 

analysis applied to ELECTRE I 

In this section, we discuss the results that can be derived from 

the robustness analysis incorporating all parameter values related 

to the formulation of an outranking model that are compatible 

with the preference information provided by the DM. In this re- 

gard, let us remind that the plurality of different sets of weights 

compatible with the preference of the DM expressed within the 

SRF procedure can be handled in different ways. In particular, 

[112] proposed different robust rules for selection of the precise 

weights consistent with the DMs’ rankings of criteria. Moreover, 

[39] computed the variety of results that can be obtained for the 

whole set of compatible weight vectors by means of Linear Pro- 

gramming techniques. Finally, [22] exploited this set using Stochas- 

tic Multi-criteria Acceptability Analysis [70,120] , while additionally 

extending the SRF procedure to handling a hierarchical structure 

of criteria as well as an imprecision in the number of blank cards 

inserted between successive subsets of criteria and in the ratio be- 

tween the most and the least important criteria. We follow the last 

approach by incorporating the Monte Carlo simulation [121] to es- 

timate the values of acceptability indices measuring the variety of 

different preferences that confirm a particular choice recommen- 

dation. 

Step R1 : Define the space (w, λ) DM of weights and credibility 

thresholds compatible with preferences of the DM by considering 

the following constraint set E(w, λ) : 

[ C1] w i > w j , for all g i ∈ L t , g j ∈ L s and t > s, 
[ C2] w i = w j , for all g i , g j ∈ L s , 
[ C3] w j+1 − w j > w p+1 − w p , if e j > e p , 
[ C4] w i = Z · w j , for all g i ∈ L v , g j ∈ L 1 , 
[ C5] 

∑ m 

j=1 w j = 1 , 

[ C6] w j > 0 , j = 1 , . . . , m, 

[ C7] λ∗ ≤ λ ≤ λ∗, 

⎫ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎬ 

⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎪ ⎭ 

E(w, λ) 

where constraints [ C 1] , [ C 2] , [ C 3] and [ C 4] reproduce the ranking 

of criteria provided by the DM while accounting for the preference 

intensities (see [ C3] ) as well as the ratio between the weights of 

the most and the least significant criteria (see [ C 4] ), [ C 5] normal- 

izes the sum of weights, [ C6] guarantees that all weights are posi- 

tive, and [ C7] sets the bounds for the credibility threshold. 

Note that constraint [ C3] interprets the number of blank cards 

inserted between successive subsets of criteria in terms of pref- 

erence intensities. For example, a difference between the weights 

of all pairs of criteria separated by two blank cards should be 

greater than a difference between the weights of all pairs of cri- 

teria separated by a single blank card. This interpretation is con- 

sistent with both an intuitive understanding of the SRF procedure 

by the experts involved in our case study and a discussion pro- 

vided by [112] . However, it implies that values assigned to blank 

cards inserted between various groups of criteria may differ. Note 

that even though [22] postulated that these values should be equal, 

they also admitted that the differences between weights of criteria 

separated by the same number of blank cards could be different. 

Let us remark that assigning exactly the same value to each 

blank card by means of equalities rather than inequalities would 

imply that – in case there is no imprecision in the number of blank 
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Table 3 

Elementary steps of the algorithm for identifying a kernel in an example acyclic graph. 

Step I Step IIa Step IIb 

Status Key Value Status Key Value Status Key Value 

S1 S3, S4, S5 S1 S3, S4, S5 N S1 S3 , S4, S5 

S2 S4 S2 S4 S2 S4 

S3 – Y S3 – Y S3 –

S4 S3 S4 S3 N S4 S3 

S5 S2 S5 S2 S5 S2 

Step IIc Step IIa Step IIb 

Status Key Value Status Key Value Status Key Value 

N S1 S3, S4, S5 N S1 S3, S4, S5 N S1 S3 , S4, S5 

S2 S4 Y S2 S4 Y S2 S4 

Y S3 – Y S3 – Y S3 –

N S4 S3 N S4 S3 N S4 S3 

S5 S2 S5 S2 N S5 S2 

cards between successive subsets of criteria and/or in the ratio be- 

tween the most and the least important criteria – there exists just 

a single compatible weight vector. This, in turn, would prevent the 

need for conducting robustness analysis. 

Step R2 : For each (w, λ) ∈ (w, λ) DM , construct an outranking 

relation S (w,λ) and exploit it to derive a respective graph kernel 

K 

(w,λ) . 

Step R3 : Compute a set of stochastic acceptability indices by 

exploiting the consequences of applying all compatible sets of pa- 

rameters of an outranking model (w, λ) DM on the set of alterna- 

tives A : 

• Acceptability indices derived from the pairwise comparisons 

Let us define a relation acceptability index RelAI ( a, b, Rel ) for 

Rel ∈ { S, S C , �, ≺, ∼ , R } as the share of compatible weights and 

credibility threshold (w, λ) ∈ (w, λ) DM for which Rel holds for 

the comparison of a and b . Formally, the index is computed as 

an integral over the space (w, λ) DM of uniformly distributed pa- 

rameters of an outranking model: 

RelAI(a, b, Rel) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , a, b, Rel) d(w, λ) , 

where m ((w, λ) , a, b, Rel) is the confirmation function of a spe- 

cific relation Rel ∈ { S, S C , �, ≺, ∼ , R }: 

m ((w, λ) , a, b, Rel) = 

{
1 , if aRel (w,λ) b, 

0 , otherwise. 

The definition of RelAI ( a, b, Rel ) can be adapted to the case of S, 

S C , �, ≺, ∼ , or R . Let us call the respective indices as outranking 

( OAI ), non-outranking ( NOAI ), preference ( PAI ), inverse preference 

( IPAI ), indifference ( IAI ), and incomparability ( IRAI ) acceptability 

indices . For example: 

OAI(a, b) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , a, b, S) d(w, λ) , 

where m ((w, λ) , a, b, S) = 1 , if aS (w,λ) b, and 0, otherwise. Fur- 

ther: 

I RAI (a, b) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , a, b, R ) d(w, λ) , 

where m ((w, λ) , a, b, R ) = 1 , if aS C, (w,λ) b and bS C, (w,λ) a, 

and 0, otherwise. Note that for each ( a, b ) ∈ A × A : 

OAI(a, b) + NOAI(a, b) = 1 and PAI(a, b) + IPAI(a, b) + IAI(a, b) + 

I RAI (a, b) = 1 . 
• Acceptability indices derived from the comparison of one alterna- 

tive against all remaining ones: 
• Comprehensive outranking index COI ( a ) is the share of 

(w, λ) DM for which a outranks all remaining alternatives 

b ∈ A �{ a } jointly, i.e.: 

COI(a, A, S) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , a, A, S) d(w, λ) , 

where m ((w, λ) , a, A, S) = 1 , if aS (w,λ) b for all b ∈ A \ { a } , 
and 0, otherwise. 

• Comprehensive non-outranked index CNOI ( a ) is the share of 

(w, λ) DM for which a is not outranked by any other alterna- 

tive b ∈ A �{ a }, i.e.: 

CNOI(a, A, S C ) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , a, A, S C ) d(w, λ) , 

where m ((w, λ) , a, A, S C ) = 1 if bS C(w,λ) a for all b ∈ A \ { a } , 
and 0, otherwise. 

Thus defined COI ( a, A, S ) and CNOI ( a, A, S C ) indicate the joint 

superiority of a over all remaining alternatives while taking 

into account, respectively, the positive ( S ) or negative ( S C ) ar- 

guments. 
• Acceptability indices related to the stability of a graph kernel 

The kernel acceptability index KAI ( A 

′ ) for each subset of alterna- 

tives A 

′ ⊆A is the share of (w, λ) DM that indicate A 

′ as the graph 

kernel K 

(w,λ) , i.e.: 

KAI(A 

′ ) = 

∫ 
(w,λ) ∈ (w,λ) DM 

m ((w, λ) , K, A 

′ ) d(w, λ) , 

where m ((w, λ) , K, A 

′ ) is the kernel membership function: 

m ((w, λ) , K, A 

′ ) = 

{
1 , if K 

(w,λ) = A 

′ , 
0 , otherwise. 

Further, we compute the share of (w, λ) ∈ (w, λ) DM for which 

a ∈ A is in the graph kernel K 

w,λ, i.e., the share of parameters 

of an outranking model confirming that a is contained in the 

most preferred subset of options. Let us define such a kernel 

membership index KMI ( a ) as: 

KMI(a ) = 

∑ 

a ∈ A ′ ⊆A 

KAI(A 

′ ) . 

Overall, KAI ( A 

′ ) and KMI ( a ) can be interpreted as a support 

given to the selection of, respectively, A 

′ or a . 

5. Case study 

Remanufacturing auto parts is one of the most successful busi- 

nesses in the Indian scenario. We made a web-based review along 

with the references of Indian industrial (official) data books to 

identify the focal firms that practice auto parts remanufacturing. 

Our research revealed that many auto parts remanufacturing units 
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Table 4 

The evaluation of 5 service providers in terms of 14 criteria provided by the DM ( ↑ and ↓ 
denote, respectively, the maximizing and minimizing criteria). 

g 1 g 2 g 3 g 4 g 5 g 6 g 7 g 8 g 9 g 10 g 11 g 12 g 13 g 14 

↓ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↑ ↓ ↑ ↑ ↑ 
S1 3 8 7 6 6 7 8 7 6 6 4 8 6 8 

S2 5 8 6 7 7 6 6 8 7 6 4 8 9 8 

S3 2 8 8 8 9 8 7 6 5 5 4 7 7 3 

S4 4 7 8 7 6 7 8 6 7 6 3 8 6 6 

S5 4 8 8 8 8 7 8 9 8 8 2 9 8 6 

Table 5 

The order of cards with criteria names and blank cards provided by the DM within the SRF procedure 

(the higher l ( j ), the more important criterion g j ). 

l ( j ) 1 2 3 4 5 6 7 8 9 10 

g j g 1 , g 4 g 6 g 5 g 13 , g 14 g 3 , g 8 g 9 g 10 , g 11 g 12 g 2 g 7 
e s 1 1 1 

were active in India, but only eleven companies followed the for- 

mal remanufacturing process and, in addition, had foreign cus- 

tomers. The latter increased the chances of third-party reverse lo- 

gistics. The research proposal was sent via mail to the selected 

companies along with the preliminary conceptualization of the 

study. Five companies replied to the inquiry. In this section, we re- 

port the results of a case study that was conducted in cooperation 

with one of these companies. 

The case company was run in 1973 in Spain as a manufacturer 

of replacement auto parts by offering a wide range of products, in- 

cluding steering gears, pumps, air conditioning compressors, and 

electronic control units. Due to the influence of globalization de- 

velopment, the firm extended its branches in various countries in- 

cluding France, Germany, and India. Within the study, we dealt 

with a subsidiary started in Chennai (India) in 2013. This plant 

was limited to the production of steering gears and pumps. Nev- 

ertheless, they were aware of the complexity of third-party re- 

verse logistics processes in their parent company. Due to the ver- 

satile cultural developments in the Indian context, they were less 

aware about the selection of third-party logistics service providers. 

However, we confirmed the company’s interest in concentrating on 

their logistics systems, mainly because their customers were re- 

puted ones in the automotive field, including companies such as 

Tata, Suzuki, Hyundai, Honda, Toyota, and Ford. 

The study focused on three different dimensions of sustainabil- 

ity in the third-party reverse logistics service provider selection, 

which would be likely to improve the effectiveness of the com- 

pany’s logistics processes. Five potential third-party reverse logis- 

tics providers SUP = { S1 , S2 , S3 , S4 , S5 } were identified. These were 

rated in terms of the following criteria: g 1 (costs, min), g 2 (qual- 

ity, max), g 3 (RL capacity, max), g 4 (technology, max), g 5 (rela- 

tionship, max), g 6 (financial performance, max), g 7 (management 

of risk, max), g 8 (RL practices, max), g 9 (organizational role, max), 

g 10 (green level, max), g 11 (low-carbon, min), g 12 (environmental 

management, max), g 13 (micro-social, max), and g 14 (macro-social, 

max). Note that “max” and “min” denote, respectively, gain- and 

cost-type criteria. Thus, the family of constructed criteria involved 

economic, environmental, and social aspects. The performances of 

5 service providers in terms of 14 criteria are provided in Table 4 . 

5.1. Preference information 

The results of the elicitation process that was conducted with 

the revised Simos procedure for the case study are presented in 

Table 5 . The DM divided 14 criteria into 10 groups, thus, judging 

some pairs of criteria as equally important. For example, g 1 and g 4 
were grouped together as the least significant criteria. The DM dif- 

ferentiated the intensity of preference between different groups by 

introducing 0 or 1 blank card between them. Although the most 

important criteria g 2 (quality) and g 7 (management of risk) rep- 

resented economic viewpoints, the environmental aspects were of 

great importance for the case company as confirmed by the high 

ranks of g 8 , g 9 , g 10 , g 11 , and g 12 . The ratio between the weights of 

the most and the least significant was set to Z = 7 . 

The indifference, preference, reinforced preference, and veto 

thresholds, and reinforcement factors elicited from the DM are pro- 

vided in Table 6 . When it comes to q j and p j , these differ from one 

criterion to another. They have been elicited so that to relate the 

difference in performance levels on a given criterion with the de- 

sired outranking degree. For example, with q j = 0 and p j = 0 , the 

concordance index c j ( a, b ) fully agrees that provider a outranks 

provider b when the performance of a is at least as good as the 

performance of b and does not agree with the hypothesis about 

outranking if the performance of a is worse than that of b . On the 

other hand, in case q j = 0 . 5 and p j = 1 . 5 , c j ( a, b ) partially agrees 

with the concordance if the performance of a is one level below 

the performance of b . 

When it comes to the effect of reinforced preference, it was ad- 

mitted only for the five most important criteria ( g 7 , g 8 , g 10 , g 11 , 

g 12 ) for which the variation of performances between the providers 

was great enough so that a considerable performance difference 

could imply a very strong preference of one provider over an- 

other. The elicited reinforcement factors ranged between 1.2 and 

1.5. In this way, a very large performance difference on these cri- 

teria was judged meaningful for considering them as more impor- 

tant in the coalition supporting the outranking relation by increas- 

ing their weights. 

Analogously, the veto thresholds were not specified for the cri- 

teria that were judged the least important by the DM nor for the 

attributes with low differentiation of performances. Consequently, 

the discordance effect was considered in the context of five crite- 

ria ( g 9 , g 10 , g 11 , g 12 , g 14 ) and elicited by asking the DM to provide 

the number of levels that would be sufficient for assessing one 

supplier critically worse than another supplier irrespective of their 

performances on all remaining criteria. For all discordance criteria, 

v j was significantly greater than p j . Finally, the credibility thresh- 

old was allowed to vary in the range [0.5, 0.9]. In this way, the 

weighted majority of criteria was always required to validate the 

truth of a crisp outranking relation ( λ∗ ≥ 0.5), but the support of all 

criteria was required in none of the considered scenarios ( λ∗ < 1). 

5.2. Results 

The robustness analysis involved a set of criteria weights and 

credibility thresholds compatible with the preferences of the DM. 

The stochastic indices were derived from 10,0 0 0 uniformly dis- 
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Table 6 

Indifference, preference, reinforced preference, and veto thresholds along with the reinforcement 

factors elicited from the DM for 14 criteria (“-” means that the respective parameter was not speci- 

fied). 

g 1 g 2 g 3 g 4 g 5 g 6 g 7 g 8 g 9 g 10 g 11 g 12 g 13 g 14 

q j 0 0 0.5 1 0.5 0 0.5 1 0.5 1 0.5 1 0 0 

p j 1 1 1.5 2 2.5 1 1.5 2 2 2 1.5 1 1 1 

rp j – – – – – – 2 3 – 3 3 2 – –

ω – – – – – – 1.5 1.2 – 1.3 1.3 1.5 – –

v j – – – – – – – – 4 6 3.5 5 – 6 

Table 7 

Outranking, preference, indifference, and incomparability acceptability indices for all pairs of service 

providers. 

Outranking acceptability index Preference acceptability index 

a S 1 S 2 S 3 S 4 S 5 S 1 S 2 S 3 S 4 S 5 

S 1 1.0 0 0 1.0 0 0 0.787 0.974 0.0 0 0 0.0 0 0 0.303 0.787 0.653 0.0 0 0 

S 2 0.697 1.0 0 0 0.726 0.494 0.0 0 0 0.0 0 0 0.0 0 0 0.726 0.317 0.0 0 0 

S 3 0.0 0 0 0.0 0 0 1.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 0.0 0 0 

S 4 0.321 0.177 0.587 1.0 0 0 0.124 0.0 0 0 0.0 0 0 0.587 0.0 0 0 0.0 0 0 

S 5 0.592 0.546 1.0 0 0 1.0 0 0 1.0 0 0 0.592 0.546 1.0 0 0 0.876 0.0 0 0 

Indifference acceptability index Incomparability acceptability index 

a S 1 S 2 S 3 S 4 S 5 S 1 S 2 S 3 S 4 S 5 

S 1 1.0 0 0 0.697 0.0 0 0 0.321 0.0 0 0 0.0 0 0 0.0 0 0 0.213 0.026 0.408 

S 2 0.697 1.0 0 0 0.0 0 0 0.177 0.0 0 0 0.0 0 0 0.0 0 0 0.274 0.506 0.454 

S 3 0.0 0 0 0.0 0 0 1.0 0 0 0.0 0 0 0.0 0 0 0.213 0.274 0.0 0 0 0.413 0.0 0 0 

S 4 0.321 0.177 0.0 0 0 1.0 0 0 0.124 0.026 0.506 0.413 0.0 0 0 0.0 0 0 

S 5 0.0 0 0 0.0 0 0 0.0 0 0 0.124 1.0 0 0 0.408 0.454 0.0 0 0 0.0 0 0 0.0 0 0 

Table 8 

Kernel acceptability indices for different subsets of third-party reverse logistics 

providers. 

A ′ { S 5} { S 1, S 5} { S 1, S 2, S 5} { S 1, S 2, S 4, S 5} All other subsets 

KAI 0.468 0.303 0.124 0.105 0.0 

tributed values of the admissible parameters of an outranking 

model. In Table 7 , we report the respective relation acceptability 

indices for all pairs of service providers. Let us discuss the most 

representative results when referring to a pairwise relation per- 

spective. 

For three pairs of service providers ( S 1, S 2), ( S 5, S 3), and ( S 5, 

S 4), the outranking acceptability index is equal to one. Thus, these 

relations need to be treated with certainty, and three providers S 2, 

S 3, and S 4 can be deemed as less advantageous as there is some 

other alternative, which necessarily outranks them. In this same 

spirit, S 3 never outranks any other supplier ( OAI(S3 , ·) = 0 ), while 

S 1, S 2, and S 3 do not outrank S 5 for any compatible set of param- 

eters. 

When analysing RelAI s for different pairs of service providers, 

one can indicate the relations observed for the vast majority 

of feasible parameters (e.g., PAI(S5 , S4) = 0 . 876 or I AI (S1 , S2) = 

0 . 697 and these which are extremely unlikely, being confirmed by 

few feasible weights (e.g., I RAI (S1 , S4) = 0 . 026 ). Such direct pair- 

wise comparisons of the providers offer means to suggest bench- 

marks for guiding the less advantageous suppliers to improve 

their performance by attaining the levels derived from the bet- 

ter rated 3PRLPs. For other pairs of suppliers, the observed re- 

lation varies depending on the admissible parameters used for 

the comparison (e.g., PAI(S2 , S4) = 0 . 317 , I AI (S2 , S4) = 0 . 177 , and 

I RAI (S2 , S4) = 0 . 506 ). 

For all feasible parameters, we ran the ELECTRE I method and 

identified a respective graph kernel. Note that a kernel can be in- 

terpreted as the most advantageous subset of 3PRLPs. In Table 8 , 

we present the kernel acceptability indices. There are only four 

subsets of service providers for which this index is greater than 

Table 9 

Kernel membership, comprehensive outranking and 

non-outranked indices for all service providers. 

a S 1 S 2 S 3 S 4 S 5 

KMI 0.532 0.229 0.0 0.124 1.0 

COI 0.0 0.0 0.0 0.124 0.546 

CNOI 0.303 0.0 0.0 0.0 0.876 

zero: { S 5}, { S 1, S 5}, { S 1, S 2, S 5}, and { S 1, S 2, S 4, S 5}. For the great- 

est number of considered scenarios (46.8%), S 5 is the unique sup- 

plier contained in the kernel and for other 30% of feasible param- 

eter values it is accompanied only by S 1. In Fig. 2 , we present four 

outranking graphs with different kernels that were obtained for at 

least one feasible set of parameters. These graphs support com- 

prehension of the conditions under which each subset of suppliers 

was selected. 

In Table 9 , we present the kernel membership indices along 

with the comprehensive outranking and non-outranked indices for 

all 3PRLPs. The robust conclusions that can be derived from their 

analysis are as follows: 

• S 5 was included in all kernels ( KMI(S5) = 1 ); in fact, for the 

majority of considered scenarios S 5 was not outranked by any 

other service provider ( CNOI(S5 , A, S C ) = 0 . 876 ) and it was out- 

ranking all remaining suppliers jointly ( COI(S5 , A, S) = 0 . 546 ); 
• S 3 was not contained in any kernel ( KMI(S3) = 0 ); what is 

more, S 3 was never deemed at least as good as any other ser- 

vice provider ( OAI(S3 , ·) = 0 ); 
• S 1 was found in the majority of kernels ( KMI(S3) = 0 . 532 ); 

in most cases, this followed a scenario in which S 1 was in- 

comparable with S 5; moreover, for over 30% of considered 

parameter values, S 1 was not outranked by any other sup- 

plier ( CNOI(S1 , A, S C ) = 0 . 303 ), while proving its superiority 

over other alternatives; 
• for S 2 and S 4 the kernel membership indices are positive 

though significantly lower than for S 5 and S 1; on one hand, 

S 2 was contained in the kernel only when it became indiffer- 
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Fig. 2. Outranking graphs with four different kernels: a) { S 5}, b) { S 1, S 5}, c) { S 1, S 2, S 5} (after eliminating a cycle involving S 1 and S 2), and d) { S 1, S 2, S 4, S 5} (after eliminating 

a cycle involving S 1, S 2, S 4, and S 5). 

ent with S 1; on the other, for 12.4% of considered settings, S 4 

was assessed to be at least as good as all remaining service 

providers (being in this way indifferent with S 5 and, thus, con- 

tained in the kernel); in both cases, it was sufficient to increase 

the credibility threshold to eliminate S 2 and S 4 from the re- 

spective kernels. 

5.3. Recommendation 

The robust conclusions led to the following recommendations 

that were submitted to the case company: 

• If a single 3PRLP needed to be selected, S 5 should be retained 

to take over the reverse logistics activities; 
• in case two suppliers were acceptable (which was considered as 

the upper limit by the company), S 1 could be considered jointly 

with S 5; 
• S 3 should be eliminated with certainty, whereas S 2 and S 4 

could be neglected being always outranked by, respectively, S 1 

and S 5. 

The recommendation was followed by the company with select- 

ing S 5 as the third-party logistics provider, and considering S 1 as 

an optional/supplementary choice. 

6. Conclusions 

A supply chain is only as strong as its weakest part [30] . It 

is even more true in case products are returned into the supply 

chain. In order to have a more sustainable supply chain, to ful- 

fil legislation requirements, and to increase customer satisfaction, 

companies need to investigate reverse logistics. Since most com- 

panies do not have the adequate systems or space to meet the 

requirements for reverse logistics activities, the specialized ser- 

vice providers offer exactly these opportunities. Many firms have 

learned not to see this option as a threat to their profits, but rather 

as a marketplace advantage against their competitors based on re- 

sources that the 3PRLP can offer. This paper highlighted the in- 

crease in attention of this topic by the literature review and dis- 

cussed the opportunities of outsourcing the logistics activities to 

3PRLP. 

When companies begin to consider outsourcing their reverse 

logistics activities, they should be supported by information on a 

suitable decision making model [43] . This includes details on the 

viewpoints that are relevant for the evaluation of 3PRLPs and mul- 

tiple criteria analysis methods for selecting the appropriate service 

provide while taking into account the preferences of the involved 

stakeholders. 

As far as the criteria relevant for the context of 3PRL are con- 

cerned, we provided the background of sustainable triple bottom 

line theory with focus on economic, environmental, and social as- 

pects. If companies seek to outsource their reverse logistics activ- 

ities under the consideration of sustainability criteria, there is a 

potential for gaining a competitive advantage. Based on the liter- 

ature review, we pointed out that the economic and environmen- 

tal viewpoints are often included in the sustainable models, but 

the social aspect is commonly left out and should attract more at- 

tention. In this perspective, the classification of criteria proposed 

in this paper may help the company’s management involved in 

the strategic decisions to implement a framework for evaluating 

3PRLPs. In particular, the constructed family of criteria involving 

three sustainability pillars can be adopted in other case studies. 

The prioritization of criteria within the study reported in this pa- 

per confirmed that there has been a shift towards more acceptance 

of sustainable criteria in reverse logistics activities. Companies do 

not only see reverse logistics opportunities to gain a financial ad- 

vantage, but also include environmental and social aspects in their 

decision making. 

When it comes to the MCDA methods, our extensive literature 

review showed that different variants of AHP, TOPSIS, and DEA 

have been so far most widely used in the context of 3PRLPs evalu- 

ation and selection. However, these approaches require great cog- 

nitive effort from the DMs, need some arbitrary transformation of 

the performances scales, or offer poor discriminative power. For 

these reasons, we have proposed a new outranking-based approach 

that was used to support the 3PRLP selection problem for the In- 

dian manufacturing company. 

The introduced method combines a variant of ELECTRE I ac- 

counting for the effect of reinforced preference, the revised Simos 

procedure, and Stochastic Multi-criteria Acceptability Analysis. It 

indicates the most preferred option by analysing the stability of 

alternatives’ membership in the kernel of an outranking graph ob- 

tained for different parameters of an outranking model compatible 

with the incomplete preference information of the Decision Maker. 

Let us note that it was the first time both ELECTRE and SMAA were 

used in the context of 3PRLP, even though the specific areas of past 

applications of these MCDA methods in logistics and supply chain 

management already included facility layout and location, supplier 

selection, inventory decisions, vehicle fleet planning, transportation 

modes, and supply chain design [38] . Obviously, the approach pre- 

sented in this paper can be rigorously followed to deal with mul- 

tiple criteria choice problems also in other application areas such 

as policy analysis [87] , environmental management [61] , or energy 

planning [76] . 

From the application point of view, the research results in our 

study could be further validated by collecting data related to the 

evaluation of 3PRLPs from more respondents. One can also empha- 

size the role of social criteria such as micro- and macro-social im- 

pacts, since they have been comprehensively judged less relevant 

by the DM than the economic and environmental factors. More- 

over, a comparison with other MCDA methods can be established 

to demonstrate further benefits of using ELECTRE and SMAA in re- 

lation to AHP, TOPSIS, and DEA. 

From the methodological viewpoint, the proposed approach can 

be extended to a group decision making framework [47,59] . The 
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compromise between different DMs may be searched at the input 

(preference) or at the output (recommendation) levels [26] . Fur- 

thermore, the method can be extended to dealing with a hierarchi- 

cal structure of criteria [23] , interactions between criteria [31] as 

well as to tolerating imprecision in the specification of comparison 

thresholds [45] or in the judgements provided in the revised Simos 

procedure [22] . Additionally, the analysis of stochastic acceptability 

indices can be enriched with selection of a representative robust 

set of parameters of an outranking model [57] and with consid- 

eration of the necessary and possible results [45,61] derived with 

linear programming. These results indicate the parts of recommen- 

dation confirmed by, respectively, all or at least one feasible set of 

parameters. Finally, if all alternatives need to be ordered from the 

best to the worst, one can use the net flow rules to compute a 

unique score based on the relation acceptability indices (see, e.g., 

[21,22,60] ). 
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Abstract
Recurrent neural networks (RNNs) have evolved to become one of the most powerful tools
for making predictions on sequenced data, such as time series, textual data, signals, music
etc. In many real-life cases, however, sequenced data are additionally characterized by static
features which, due to their non-sequential nature, cannot be transferred directly into RNNs.
In this paper, we discuss a method which incorporates static features into RNNs in order
to influence and generalize the learning process. Furthermore, we will demonstrate that our
approach significantly enhances the performance of RNNs, enabling the networks to learn
the sequenced data exhibiting varying characteristics and then distinguish between them
through the use of static supplementary information. Finally, we will evaluate our model
against real energy consumption measurements of energy time series and verify that high-
accuracy demand forecasts for different types of customers can be achieved only by way of
incorporation of static features.

Keywords Recurrent neural network · Deep learning · Time series · Energy consumption ·
Static features

1 Introduction

Time series are ordered sets of values recorded at sequenced time intervals. Their internal
structure allows to investigate data cycles and trends, or even predict future values against
historical entries. Manymachine learning (ML) algorithms were developed to date, aiming to
improve the accuracy of forecasts and business decisions in general, such as random forests
in Breiman [2], or extreme gradient boosting and very promising RNNs in Hochreiter and
Schmidhuber [14]. RNNs are dedicated to series data because of their capability of learning
long-term dependencies from sequences. This ability makes them suitable for application
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in various real-life tasks, such as handwritting recognition [12], speech recognition [13],
machine translation [31], robot control [3–5,21], music composition [7], and many other
applications; cf. also [26] for an overview. However, real-life time series are usually related to
additional static data, whichmay enhance the forecast and improve the performance ofRNNs,
yet such auxiliary features are not easily processed by RNNs due to their non-sequential
structure. The approach presented in this paper can be considered as a qualitatively new
methodology capable of applying the same predictivemodel tomultiple time series, evenwith
quite different characteristics. Simultaneous incorporation of static and dynamic features is a
prerequisite for extracting the relations between them in the training phase. In the prediction
phase, however, the provided static features guide the forward-pass calculation towards the
desired dynamic component of the data. This naturally leads to potential generative use
cases. For instance, the static features set can be estimated for a qualitatively new entity,
which was not evident in the training phase. Incorporation of these features into an already
trained predictive model will stimulate the neural network to generate dynamic sequences
with properties predefined by the static component. We believe that these aspects should be
considered the primary contribution of our research.

Reliable predictions of energy consumption, discussed below in more detail, are an
example of a real-life use case. Depending on the customer size, customer type (busi-
nesses/individuals), working hours etc., the trends over the years can differ significantly. This
causes serious issues for machine learning algorithms since intrinsic dependencies between
the static and dynamic features are essential to achieving a well-performing and generic pre-
dictive model. One of the possible solutions would be to group the customers with similar
energy consumption characteristics and to train an independent ML model for each cluster.
Despite the overall simplicity and straightforwardness of this approach, it also comes with
major weaknesses, such as the need tomaintainmanyMLmodels and to define new customer
groups manually, inter alia. Therefore, we propose a more sophisticated solution, developed
based on the engineering of artificial neural network (ANN) involving both the recurrent
and fully-connected elements. While the former is dedicated to sequenced data, the latter is
used for acquiring the associated static information. With a well-thought-out merger of those
two areas, the resulting architecture is capable of simultaneous learning of both the static
and dynamic data. The unquestionable advantage of the proposed approach is the ability
of making predictions for all previously learned customer types using a single ML model.
Furthermore, its generic application, which involves any type of sequenced data (such as
time series, textual data, etc.), is also noteworthy. The only obvious issue which needs to be
addressed would be an intricate feature engineering process for both the static and dynamic
feature spaces.

1.1 Structure of the Paper

The paper is organized as follows. In Sect. 2, the current state of the art is discussed. Section 3
presents the complete picture of the methodology used for incorporating static features into
RNNs, in particular the neural network architecture and final prediction method. In Sect. 4,
all obtained results are discussed, starting from the simplest possible demonstration of the
proposed method and gradually moving towards more complex examples, up to the real-
life use case of energy consumption. Section 5 summarizes all results and shows possible
extensions of the presented approach.
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2 RelatedWorks

The RNN concept was developed more than 30years ago by Rumelhart et al. [25]. Since
then, many extensions and improvements were introduced thereto in order to enhance the
accuracy of predictive models applying to sequenced data. The RNN architecture enables the
encoding of past information relating to the hidden states of neural networks by combining
the current input xt with the hidden state of the previous time step ht−1, i.e.:

ht = σh(Whxt +Uhht−1 + bh), (1)

where Wh , Uh and bh denote parameter matrices and the vector, respectively, and function
σh stands for the nonlinear activation function. Formally, the RNN’s prediction output vector
can be expressed as:

yt = σy(Wyht + by), (2)

where Wy and by again denote the matrix and vector of the model’s parameters with the
activation function σy . However, as pointed out byBengio et al. [1], it is difficult to learn long-
term dependencies for standard RNNs due to the vanishing or exploding gradient problem. To
prevent the occurrence of such problems, a gating mechanism was introduced by Hochreiter
and Schmidhuber [14] in the form of long short-termmemory (LSTM) units. A single LSTM
unit contains a memory part (cell) and gates which regulate the information flow inside the
unit: an input gate, an output gate and a forget gate. LSTM components can be expressed by
the following equations defined by Gers et al. [10]:

it = σg(Wi xt +Uiht−1 + bi ), (3)

ot = σg(Woxt +Uoht−1 + bo), (4)

ft = σg(W f xt +U f ht−1 + b f ), (5)

ct = ft ◦ ct−1 + it ◦ σc(Wcxt +Ucht−1 + bc), (6)

ht = ot ◦ σh(ct ), (7)

where the operator ◦ denotes an element-wise product and i , o and f are input, output and
forget gates, respectively. The activation function σg is a sigmoid function, while σc and σh
are hyperbolic tangent functions. The LSTM unit has two output vectors: (a) ct which is a
cell state vector in time step t and (b) ht which is a hidden state vector. For time t = 0, the
initial state at time t = −1 needs to be defined. In the default implementation of the LSTM
unit, initial states are set as zero-value vectors, i.e.:

c -1 = (0, 0, . . . , 0), (8)

h -1 = (0, 0, . . . , 0). (9)

Incorporation of static features into the RNN with the aim of improving the quality of
sequenced data classification was considered by a number of authors. The very first attempt
was made by Esteban et al. [8] in order to predict clinical events of a specific type, combining
the static data of patients (blood type, age, etc.) with the dynamic history of their visits,
prescribed medicines and laboratory tests. The main purpose was to predict the probability
of occurrence of kidney transplantation endpoints for each patient. A similar approach was
presented by Yang et al. [32] also in the context of clinical decisions for hierarchical clas-
sification. Both authors concatenated hidden vectors coming from the RNN and the latent
representation of static features. We adopted the same methodology for laboratory models,
i.e. simple sine functions and a prototype of real-life use, which formed the foundations for
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further research. However, we found that this approach might be insufficient in the case of
more complex problems. In particular, the use case of real-life energy consumption needed
significant methodology extensions, which led us to the development of amore sophisticated,
novel architecture, described in more detail in Sect. 3 and compared against other methods
in Table 2.

A completely different approach was taken by Leontjeva and Kuzovkin [18], where the
authors used a sophisticated feature extractionmethodology to preprocess static and dynamic
features prior to the training of the final model, instead of modifying the RNN’s learning
process. Although this idea indeed improves the performance of the specificmodels evaluated
by those authors, we did not find it suitable for the data considered in the present study, i.e.
the energy consumption time series.

We wish to emphasize that all aforementioned papers concern the classification of
sequenced data and, to the best of our knowledge, no regression problems have been prop-
erly addressed to date. Moreover, we found no literature discussing the energy-demand time
series in the context of using both static and dynamic features in forecasting.

Data-driven methods used in time series forecasting rely on the previously collected his-
torical data after the consumption or generation of energy. ML approaches allow for the
efficient extraction of information from existing data sets and are capable of finding the
statistical non-linear relations between relevant predictors without any human supervision.
The neural network can be viewed as one possible application of machine learning. The
advantages and disadvantages associated with the application of ANN-based methods in var-
ious areas are well known. One of them is an issue of overfitting and the method potential
for generalization. A representative example would be a study of various hybrid forecasting
models of micro-grids by Liu et al. [20], where the accuracy of forecasts varies substan-
tially for objects with different capabilities and load characteristics. Other studies related
to the application of ANNs to energy demand time series forecasting with an emphasis on
short-term load forecasting (STFL) can be found in the research conducted by Zheng et al.
[33]; Khosravani et al. [16]; Kuo and Huang [17]. Apart from ANNs, also other Machine
Learning or, more generally, Computational Intelligence approaches were extensively used
in this domain. In particular, support vector machines in Kaytez et al. [15]; Selakov et al.
[27]; Niu and Dai [22]; Liang et al. [19], random forests in Dudek [6], fuzzy logistic methods
in Suganthi et al. [28], and Bayesian neural networks in Niu et al. [23] are examples of the
successful application of these methodologies in the area of the energy-demand prediction.
It should be noted that the majority of available research papers are focused on short-term
energy load forecasting, while the problem of medium- and long-term load forecasting seems
to be generally neglected and is mentioned only in several studies, e.g. in Ringwood et al.
[24]; Feilat and Bouzguenda [9]; González-Romera et al. [11]. It is also worth mentioning
that the presented method is independent of the forecasting horizon. The technical details
associated with the prediction phase are discussed in paragraph 3.3 and the forecast errors
obtained against time are shown in paragraph 4.3.

3 Methods

3.1 Incorporation of Static Features into RNNs

It was found that the incorporation of static information into RNNs requires an in-depth
investigation, and any simplistic attempt such as duplication of static features in each
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Fig. 1 Diagrammatic representation of the applied methodology. In both phases, i.e. the training phase and
the prediction phase, both the dynamic and the static features are introduced into the predictive model. In
the prediction phase (right-hand side of the picture), the initial fragment of the time series is supplemented
with the expected set of static features, which allows to generate a dynamic feature forecast. As a result, the
forecasting process can be influenced in such a way that the obtained dynamic features correspond to their
static equivalents

sequence step is not an optimal choice for the RNN architecture. Such an approach leads
to a significant increase in the number of RNN parameters and a long feeding time, i.e. the
time needed for the RNN to transform data, since duplicated static features are evaluated
each time for every sequence. As a consequence, the training of such a network is both
memory- and time-consuming. In order to overcome this obstacle, we propose an alterna-
tive approach, where the key idea is to inject additional data into the RNN and make its
training process dependent on these supplementary features. Nevertheless, static data should
be first preprocessed in stage one, similarly to any other application of the ML methodol-
ogy. The latent representation of static features is then obtained by using the conventional
fully-connected layer, and subsequently the hidden state of the RNN is initialized by this
quantity.

The general workflow proposed under the present study is presented in Fig. 1. We have
distinguished two key use cases, namely the training case and the prediction case. For each of
those processes, data is provided in the form of both dynamic and static features. The design
of the static component should take into account the properties of the dynamic part, which
will be useful during the prediction phase, such as statistical descriptors, aggregates, etc. The
training process should be carried out on a representative sample of data, which is required
to obtain the predictive model of the desired predictive strength. In the prediction phase, data
must be provided in exactly the same form as during the training. The dynamic component,
understood as a seed of dynamic features, is accompanied by a complementary static part
which plays a role of a supplementary source of information, directing the prediction process
towards the expected forecast. The description presenting technical details of the prediction
phase of the energy demand forecast can be found in Sect. 3.3.
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3.2 Proposed RNN Architecture

Our research focuses on three approaches: (1) concatenation of the resulting RNN hidden
state with the latent representation of static data coming from feed-forward neural network
(FNN), (2) initialization of the hidden and cell states of the LSTM layer with the latent
representation of static features, and (3) initial injection of the hidden and cell states coming
from the latent representation of static data into the first recurrent layer, and additional
concatenation of the RNN hidden state and the latent representation, as described in point
(1). For the corresponding graphs, see Fig. 2. It is worth noting that the architecture presented
in Fig. 2c is a combination of the approaches shown in the form of diagrams presented in
Fig. 2a and b, i.e. it involves both the initialization of LSTM states (hidden and cell states),
as in diagram 2b, as well as a further exposure of the RNN model on the static features, as
in Fig. 2a. In standard LSTM implementations, both the cell and hidden states are initiated
as zero-valued vectors at time t = −1, see Eqs. 8 and 9. However, under novel approaches
presented in Fig. 2b and c, these initial states carry the information extracted from static
features, i.e.:

c−1 = FNNc(s), (10)

h−1 = FNNh(s), (11)

where FNNc,h denotes the latent representation coming from FNN layers and s =
(s1, s2, . . . , sN ) is a vector of N static features. The main rationale behind this approach
is to incorporate static features into the RNN through relevant initialization of the neuron
states which are significantly involved in the overall learning process workflow. One pos-
sible option is to initiate the neuron state vectors, e.g. the hidden states and the cell states
in the case of LSTM units, by using the quantity carrying the information about static fea-
tures. The natural choice is to transform the static features vector with the fully-connected
sub-architecture (see Fig. 2). Such an approach is naturally embedded in the entire neural
network. The weights introduced by the fully-connected component are optimized together
with all remaining degrees of freedom; therefore, the associated loss function component is
minimized. Moreover, this approach is a very convenient technical solution for the manage-
ment of the dimensionality of tensor quantities involved in the learning process. To a certain
extent, this procedure is inspired by the research into image caption generation, where fea-
tures extracted from an image are injected into LSTM layers; cf. [30] or [29] for more details.
The choice of a specific approach is dictated by the nature of a problem under consideration—
namely, the more complex the case, the more sophisticated the neural network architecture.
This will become more apparent in the examples given in Sect. 4. Our experience shows
that static feature information can be lost during the learning process. This can be consid-
ered a side effect of the data transformation process within the RNN layers. In particular, in
more complicated cases requiring deeper architectures, i.e. involving many recurrent layers,
it might be necessary to introduce static information more than once, since the subsequent
introduction points provide the neural network with refreshed information on those static
features.

3.3 Prediction Phase

The nature of the prediction problem discussed here differs in comparison with other issues
related to the incorporation of static features. We consider a regression problem instead of
classification, with a strong emphasis on the energy-demand time series. Moreover, under the
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Fig. 2 Schematic diagrams of neural network architectures implemented for the model and the real-life use
cases. a Diagram of neural network which incorporates static features by concatenation of the RNN hidden
state and the latent representation of static data. This architecture was used for simple model cases. bDiagram
of neural network which incorporates static features as an initial state of the hidden and cell states of the LSTM
layer treated as the latent representation. c Architecture of NN applied to real-life use case. Static data are
injected twice in this case: (1) at the beginning of training as the initial hidden and cell states of the LSTM
layer to influence the learning process of RNN, (2) after RNN evaluation as shown in diagram a

proposed approach, prediction is not based on a standard sequence-to-sequence (seq2seq)
process, in which the final prediction is a sequence whose length is strictly determined and
predefined in the RNN architecture design phase. Instead, under the presented approach only
several upcoming sequence elements are forecasted and they gradually become predictors
for subsequent predictions, as presented in Table 1. Such an approach does not assume any
forecast horizon arbitrarily, and the methodology itself can be applied to short-, medium-
and long-term forecasting. Moreover, it reflects a standard business use case of the energy
consumption forecasting scenario, where historical data are available for a given period of
time. As anticipated, explicit utilization of historical time series is therefore severely limited
and after a relatively short period of time only previous forecasts remain as predictors.
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Table 1 Prediction rules applied in the experiments under study

Prediction step Predictors Targets

1 x0, x1, . . . , xk−1 y0, . . . , yn−1

2 xn , xn+1, . . . , xk−1, y0, . . . , yn−1 yn , . . . , y2n−1

3 x2n , x2n+1, . . . , xk−1, y0, . . . , y2n−1 y2n , . . . , y3n−1

… … …

m y(m−1)n−k , . . . , y(m−1)n−1 y(m−1)n , . . . , ymn−1

Parameter k defines the length of the initial sequence, which is an input sequence to the RNN, and n denotes
the length of the prediction. In each prediction step, we use a rolling window on the predictors which are
gradually substituted by previous-step predictions from the forecasting process

4 Experiments

4.1 Preliminary Studies—A Simple Sine Function

In order to verify the effectiveness and substantiate the underlying concept of the method,
we launched experiments for the ’laboratory’ case. Let us consider two simple sine functions
with different amplitudes, namely 1 and 3. The data were generated for the grid equal to 0.1
radians, and the resulting training data set contained almost 20,000 samples with 50 timesteps
each. The recurrent layer has been created based on LSTM units and the resulting neural
network architecture has been trained on both sine functions. After network optimization,
the predictive model quality was evaluated in order to determine its predictive capabilities.
Here, in the prediction phase the first 50-element long window of data was initialized as the
predictor’s vector. The prediction generated the next value in the sequence. This value was
subsequently appended to the vector of predictors, and the prediction process was repeated
on the shifted predictor sequence. The static feature was taken as the amplitude value, so that
for each sine function there was only one number associated with the sequence.

We tested twomodels: (1) one based exclusively on dynamic data, (2) the other based both
on static features and sequenced data. In case (1), the model was capable of reproducing the
high-amplitude sine function, i.e. with the amplitude set at 3 (see Supplementary Figure S2),
but it failed in the case of amplitude set at 1 (see Supplementary Figure S1). This outcome
could be expected intuitively, since larger values impact the learning process to a greater
extent, and therefore the resulting RNN-based predictive model is fitted better to a high-
amplitude data. This predictive model has been stimulated to generate the function with an
unseen amplitude of 2 (see Supplementary Figure S3), but it was not capable of creating such
a qualitatively new function. In case (2), we used a model with a very simple architecture,
where incorporation of static features was achieved only through concatenation of the LSTM
hidden state with those static features, similarly to the architecture presented on the left-
hand side of Fig. 2. The only difference is that the static feature was input directly to the
concatenation layer, without any transformation into the latent representation. The resulting
predictive model reproduced both sine functions with high accuracy (see Supplementary
Figure S1 and Supplementary Figure S2), and performed better in the generative scenario
(see Supplementary Figure S3).

This example clearly demonstrates that the incorporation of static features into the RNN-
based architecture provides an efficient tool for learning the statistical relations between the
static and dynamic components of the analyzed data.
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Fig. 3 Weekly energy consumption approximated by trigonometric functions. The higher-frequency part
models energy consumption on workdays with two distinct peaks (morning and evening) per each day, while
two smaller peaks relate to two weekend days and indicate the maximum consumption of energy during the
day

4.2 IdealizedModel of a Real-Life Energy Consumption Use Case

The next step, which will take us closer to the real-life use case, consists in the develop-
ment of an idealized prototype of energy consumption. The prototype should account for the
seasonality of energy consumption, which can be broken down into two main components:
the weekly component (energy consumption is different on workdays and during weekends)
and the yearly component (with seasonal differences throughout the year). For the sake of
simplicity, we decided to leave out the yearly component and focus exclusively on weekly
dependencies. We have adopted the following assumptions: (1) on working days, daily con-
sumption is modeled by A1 × sin2(2x), which results in two distinct peaks per day, with
values ranging between 0 and A1, which reflects the morning and afternoon/evening energy
consumption intensity, (2) the weekend consumption is approximated by A2 ×|sin(x)|, with
the maximum value at A2, which reflects a more uniform energy consumption pattern dur-
ing the day. Static features contain information on both amplitudes of the sine function, i.e.
[A1, A2] as presented in Fig. 3.

In order to reproduce such a function, proper setting of the input sequence length was
required—namely, up to 6days of the week to include at least one weekend day in the input
sequence, so as to capture information about the weekend consumption. As a consequence,
more computational resourceswere needed for the training process to account for the resulting
increase in the number of NN parameters. We have found, however, that adding the binary
feature “isWeekend” to the static data indicating weekend days (0 denoted a workday and
1 stood for a weekend day) significantly reduced the input sequence length required to
ensure satisfactory accuracy of the predictive model. Thus, it was sufficient to take 1day of
energy consumption as a predictor to maintain the previous performance of the predictive
model. Similarly to the simple sine function example, we simulated energy consumption
of two different customers by changing the amplitudes of modeling functions, i.e. two sets
of static data: [A1, A2, isWeekend] and [A′

1, A
′
2, isWeekend] were taken for customer 1

and customer 2, respectively, with the corresponding energy consumption data. We analyzed
the architectures shown in Fig. 2a, which were based both on the GRU and LSTM layers,
and we concluded that for this particular task the LSTM showed better performance. Latent
representation of the static features, which was concatenated with the LSTM output, was
calculatedby two fully-connected layerswith 16 and8neurons, respectively.TheRNNbranch
consists of three LSTM layers with 32, 16 and 8 neurons, respectively. Concatenation of the
static and dynamic outputs was transformed by three fully-connected layers including 16, 8
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and 6 neurons. We have also observed that adding a small stochastic component enhanced
the training process in terms of its reproducibility. Moreover, we verified that turning the
RNN architecture into the seq2seq mode significantly improved the accuracy of the models.
However, the proper output sequence length had to be carefully selected, i.e. it cannot be
too short. This effect can be expected intuitively if we consider the curvature of the output
sequence. It is clear that theminimumnumber of points which provides sufficient information
on the function curvature is 3. Thus, by increasing the length of the output sequence to 3, we
will see a gradual increase in the accuracy level. Any further increase in length still improves
the accuracy, but the gains will become progressively smaller.

Just as in the previous example of a simple sine function, adding static features was the
key to distinguishing between the energy consumption profiles for each customer (See Sup-
plementary Figure S4 and Supplementary Figure S5). The RNN which was based only on
dynamic data was not able to properly learn the customer-specific energy consumption shape
and always aimed at reproducing higher energy consumption trends. It is worth emphasiz-
ing that the results obtained for the energy consumption prototype clearly substantiate our
previous conclusion that the incorporation of static features enhances the RNN capability
and performance, and provides more options for the application of RNN in real-life cases.
This simple model example also builds the foundation for the real-life use case which is
an extension of the prototype, as discussed in the following paragraph. Moreover, the RNN
incorporating static features was capable of predicting a new signal, which was not used
during training, and was considerably more efficient in this respect compared with the RNN
without additional static information (See Supplementary Figure S6).

4.3 Real-Life Use Case: Energy-Consumption Time Series

For the purposes of our analysis, we used the data of four different customers with signifi-
cantly different weekly and yearly energy consumption trends. This data reflects real energy
consumption and has been acquired directly at respective customer sites. In order to ensure the
sufficient level of confidentiality, customer data was subject to anonymization. Following the
necessary data preprocessing, the time series were used for the end-to-end analysis presented
in this section. To the best of our knowledge, those data sets are not commonly available and
have not been used in any previous studies. Historical data from the past 1–4years were used
for each customer for the purposes of model training, with the most recent year used as the
test dataset. Data of each customer were scaled accordingly to the customer’s average energy
consumption, i.e. x̃i j = xi j/X̄i where i and j stand for the customer and the observation,
respectively. The symbol xi j denotes a single observation and X̄i denotes the mean value
for the customer’s entire consumption history covered by the training part of the data. In
general, all analyzed signals are similar in terms of their overall shape. The time series are
sampled every 15min, which is a standard energy data aggregation level in many countries.
However, the main difference concerns the weekend data, where the nature of energy con-
sumption varied significantly depending on the customer type. Due to the lack of real static
data representing each customer, we invented a set of features which characterized each time
series, namely: (1) a set of percentiles: 0th, 20th, 40th, 60th, 80th and 100th, which provided
information about the distribution and variation of energy consumption, (2) one-hot-encoded
vector reflecting the calendar features, (3) the weekly trend used to extract the signature of
unusual situations such as holidays, etc., and (4) the daily consumption average for each
weekday type, extracted from all historical data per customer. It is worth noting that in point
(2) the time descriptors are treated as static rather than dynamic features. The reason is that
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the inclusion of those additional 24 + 7 + 12 sequences of one-hot encoded features would
increase the number of RNN variational parameters, which implies a non-negligible increase
in computational costs. Moreover, some of the proposed time descriptors tend to vary grad-
ually over time, especially those relating to weeks or months; therefore, we have concluded
that it is only feasible to neglect their explicit time dependencies and to include them in a
static form. This, however, is an arbitrary choice. With regard to point (3), we used the trend
that originated from the test data. The rationale for adopting such a procedure is that it is both
fully justified and needed to introduce an element of external expert knowledge, which can be
used to model known changes in the nature of energy consumption. In particular, an increase
in energy consumption can be expected due to business development or other factors. Such
a trend feature provides a convenient tool capable of incorporating a priori expert knowl-
edge into the predictive model. In the case of seasonality modeling, we have investigated an
approach where seasonal cycles were provided as a set of harmonics obtained from Fourier
analysis. In our case, however, all time series revealed very similar cyclic behavior; therefore,
we have concluded that these quantities considered as features are not feasible. We wish to
emphasize that the process of feature extraction is highly dependent on the problem under
consideration and other sequenced data need to be analyzed independently.

Due to the complexity of real data, we have extended the previously adopted approach
by injecting static features at the beginning of the RNN learning process (see Fig. 2c). This
novel procedure leverages the advantages of the LSTM states, i.e. the hidden and cell states,
by defining their initial form as the latent representation of static features obtained from
the classical feed-forward sub-architecture. This means that the LSTM learning process is
influenced by supplementary static features and allows the RNN to extract the static-dynamic
dependencies included in the data. The hidden state of the last LSTM layer is concatenated
with another latent representation of static information in a complete analogy with a more
simplified model (see Fig. 2a). The latent representation of static features, injected as the
hidden and cell states of the LSTM unit, was taken as two fully-connected layers with 128
and 64 neurons. The latent representation of static data which was concatenated with the
LSTM output was a single fully-connected layer with 32 neurons. The RNN part consists of
3 LSTM layers with 64, 32 and 32 neurons, respectively. The concatenation of the RNNwith
static data was then transformed into 3 fully-connected layers with 32, 16 and 6 neurons,
where the last layer determines the final length of the predicted sequence.

In the prediction phase, all static data must be provided, i.e. both the trend and the average
consumption per weekday as well as the percentiles derived from the entire history of training
data.

We have observed that an accurate selection of static features is the key to the forecast
quality; therefore, they must be chosen carefully and intentionally so as to reflect all relevant
quality metrics of the sequenced data. This observation also supports the main findings of
our research - namely, that static features have a significant impact on the learning process
and can substantially improve the quality of the forecast. Fig. 4 presents the forecast results
for the data sets described above, and clearly shows that all qualitative features of energy
consumption profiles have been properly recovered. Moreover, the forecast quality is also
satisfactory in quantitative terms. Depending on the customer type and repeatability pattern
over time, in two cases (customer 1 and 3, see Fig. 4a, c) the predictive model was very
effective in learning the signal shape, whereas in the remaining two cases (customer 2 and
4, see Fig. 4b, d) some discrepancies still occurred. Higher forecast errors might be related
to changes in the nature of energy consumption over the forecasting period. In particular,
for customer 2 we have observed a major increase in energy consumption, which can be
associated e.g. with the company growth. This change was so significant that even taking
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(a) (b)

(c) (d)

Fig. 4 Results obtained for the architecture involving two injections of static features, i.e. at the beginning
of the training and as the concatenation of the latent representation and the hidden state resulting from static
and dynamic data, respectively (see Fig. 2c for details). As discussed in the main body of the text, weaker
performance for customer 2 and 4 was due to data specifics, i.e. for customer 2 there was a significant change
in energy consumption during the year under prediction, which prevented an accurate prediction under theML
model, while for customer 4 historical data was available from only 1year, so the number of training examples
was limited compared to other customers. In this case, we also used the information regarding future trends,
which was reasonable in this particular business context

current trends as predictors did not solve the problem altogether. The predictive model of
customer 4 has been obtained from a 1-year period of historical data, which led to a limited
number of training examples and, subsequently, lower predictive strength. On the contrary,
energy consumption in thefirst twoexamples (customers 1 and3)was repeatable and therefore
all predictors at the prediction phase are sufficient to obtain an accurate prediction. In the
case of customer 1, the obtained forecast accuracy can be directly compared to previously
generated results. For instance, Zheng et al. [33] obtained the accuracy of 8.47% in terms
of MAPE for 196-h short-term forecasting with the use of pure LSTM-based approach. It
is worth noting, however, that the existing approaches focusing on single time series could
outperform our methodology in terms of the forecast accuracy.

We also verified that taking into consideration the trend data for the specific year under
prediction significantly improves the results, which is especially evident for customer 3 and
customer 4, see Fig. 4. Moreover, the proposed neural network architecture allowed to obtain
higher accuracy of themodel in comparisonwith the architecture used previously; see Table 2
for more details.

The most remarkable outcome, however, is the fact that all the signals were correctly
recognized. In particular, the signal shape during weekends was well reproduced for each
customer, even though it constituted themain difference between various energy consumption
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Fig. 5 Energy consumption
generated from static features.
Despite a noticeable discrepancy,
the model was able to reproduce
the characteristics of energy
consumption for new data

profiles. We also demonstrated that the use of a standard RNN with static data treated as the
signal (constant sequences) generated much worse results (see Table 2 for details). Two cases
were examined: (1) all static data were included as the signal, (2) only calendar features and
trend information were attached to the sequence. In both cases, the predictive model was not
capable of reproducing energy consumption with the quality comparable to other approaches
discussed earlier. Additionally, the training of the network required much more memory than
in the case of other approaches.

Another capability ensured by the strategies proposed herein is the option to follow a
generative approach, i.e. to use the model with a view to generating energy consumption
forecasts for a given set of static features. Such a generative mode allows to obtain energy
demand predictions even if no historical data for a given customer is available. The previ-
ously trained predictive model is equipped with all necessary static features as predictors,
together with a seed of dynamic data, and therefore it delivers the predicted time series. For
demonstration purposes, we generated new data, which was not seen in the training phase,
by applying a set of transformations to old data sets, e.g. through scaling by the factor, addi-
tive components, etc. We subsequently extracted static features from the signal and prepared
input sequence to obtain the desired forecast from the model. The results are presented in
Fig. 5. In the generative mode, the predictive model accurately recovered the main features
of the target time series. Furthermore, it is worth mentioning that the amount of data to which
the model has been exposed during training was rather limited, i.e. it gained the knowledge
about the consumption profiles for only 4 customers. Nevertheless, it was possible to generate
qualitatively new data of an acceptable quality level. In this case, the set of static features
was an instrument which guided the generation process towards the expected prediction.

It is also worth noting that the prediction error does not increase with time, which means
that the proposed methodology can be used independently of the forecast time horizon with-
out compromising accuracy. An example of time evolution of the Mean Absolute Percentage
Error (MAPE) is presented in Fig. 6 for customer 3. A clearly noticeable peak in April
corresponds to the unmanaged behavior associated with Easter holidays. Similar behavior
is also shown in Table 2 as an increase in MAPE for customer 2. Excluding the problem-
atic period from the forecasts results in a significant decline in the error figure (values in
parentheses).
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Fig. 6 MAPE of the energy
consumption forecast for
customer 3. The high April peak
corresponds to an unexpected
event, which is difficult to
reproduce in the ML model. The
overall trend, however, seems to
be stable and time-independent,
which indicates that the presented
approach will be applicable also
in long-term forecasts

Table 2 The mean absolute percentage error (MAPE) for each customer

id (1) (2) (3) (4) (5)

1 0.0797 0.0868 0.0960 0.1590 0.2850

2 0.4296 (0.2279) 0.4307 (0.2509) 0.4190 (0.2356) 0.4090 (0.3260) 0.4870 (0.4920)

3 0.1727 0.1760 0.1746 0.2370 0.3080

4 0.3221 0.3543 0.3452 0.3710 0.5010

We evaluated the following 5 architectures: (1) the merged model, i.e. the architecture from Fig. 2c which
leverages the advantages of both approaches, (2) concatenation of the hidden state from the last LSTMwith the
latent representation originating from the fully-connected layers (presented in Fig. 2b), (3) injection of static
features as the initial hidden and cell states of the first LSTM layer without any further concatenation of the
layer’s output (presented in Fig. 2c), (4) the RNN with all static features included in the form of a sequenced
signal, and (5) the RNN with calendar and trend features in the form of a sequenced signal. The proposed
merged model achieved the best performance in comparison with other approaches. It is worth noting that for
customer 2 we have observed irregular and unexpected data behavior, which cannot be learned properly by
the NN. Removing this problematic period from the forecast resulted in much better performance, as shown
in parentheses

5 Conclusions

In the present paper, we have discussed the methodology for incorporating static features
into RNN architectures. We have demonstrated that the proper handling of static features
significantly enhances the training process, and the resulting predictive models exhibit much
higher predictive strength. The analyzed strategies allow to expose the same predictive model
tomultiple time series, and therefore themodelmaintenance cost can be significantly reduced.
We have also shown the evolution of the presented concept, starting from the simplest pos-
sible example of sine functions where we applied the architectures already discussed in the
literature. We then moved on towards a more sophisticated exemplary use case of a basic
predictive model for energy consumption. Finally, we presented a real-life example of energy
consumption case, where static features are incorporated twice: (1) as the initial hidden and
cell states of the first LSTM layer, and (2) as the latent representation concatenated with the
resulting hidden state of the last LSTM layer. Such a meticulous treatment of static features
ensured the efficient handling of statistical relationships between the static and dynamic
part of the time series under consideration. We have also demonstrated that the proposed
methodologies can be successfully applied under generative schemes. As an illustration, we
have stimulated the predictive model to generate qualitatively new time series. It is worth
emphasizing that the incorporation of accurately selected static features provided efficient
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capability to direct the generative process. The methodology discussed in the present study
will be extended to generative approaches based on the variational autoencoder concept.
The decoder latent representation space will be carefully explored in order to find the areas
responsible for the generation of dynamic features with expected properties.

References

1. Bengio Y, Frasconi P, Simard P (1993) The problem of learning long-term dependencies in recurrent
networks. In: IEEE international conference on neural networks, IEEE. https://doi.org/10.1109/ICNN.
1993.298725, https://ieeexplore.ieee.org/document/298725

2. Breiman L (2001) Random forests. Mach Learn 45(1):5–32. https://doi.org/10.1023/A:1010933404324
3. Chen D, Li S, Lin FJ (2019) New super-twisting zeroing neural-dynamics model for tracking control

of parallel robots: a finite-time and robust solution. IEEE Trans Cybern. https://doi.org/10.1109/TCYB.
2019.2930662

4. Chen D, Li S, Lin FJ, Wu Q (2019b) Rejecting chaotic disturbances using a super-exponential-zeroing
neurodynamic approach for synchronization of chaotic sensor systems. IEEE Trans Cybern 19(1):74.
https://doi.org/10.3390/s19010074

5. ChenD, Li S,WuQ, LuoX (2019)New disturbance rejection constraint for redundant robotmanipulators:
an optimization perspective. IEEE Trans Ind Inf. https://doi.org/10.1109/TII.2019.2930685

6. Dudek G (2015) Short-term load forecasting using random forests, vol 323. Springer, Berlin, pp 821–828
7. Eck D, Schmidhuber J (2002) Learning the long-term structure of the blues, vol 2415. Springer, Berlin,

pp 284–289
8. Esteban C, Staeck O, Yang Y, Tresp V (2016) Predicting clinical events by combining static and dynamic

information using recurrent neural networks. arXiv: 1602.02685 [cs], arXiv:1602.02685
9. Feilat EA, BouzguendaM (2011)Medium-term load forecasting using neural network approach. In: 2011

IEEE PES conference on innovative smart grid technologies—Middle East, IEEE, pp 1–5. https://doi.
org/10.1109/ISGT-MidEast.2011.6220810, http://ieeexplore.ieee.org/document/6220810/

10. Gers FA, Schmidhuber J, Cummins F (2000) Learning to forget: continual prediction with LSTM. Neural
Comput 12(10):2451–2471. https://doi.org/10.1162/089976600300015015

11. González-Romera E, Jaramillo-MoránM, Carmona-FernándezD (2008)Monthly electric energy demand
forecasting with neural networks and fourier series. Energy Convers Manag 49(11):3135–3142. https://
doi.org/10.1016/j.enconman.2008.06.004

12. Graves A, Fernández S, Liwicki M, Bunke H, Schmidhuber J (2007) Unconstrained online handwriting
recognition with recurrent neural networks. In: NIPS’07 Proceedings of the 20th international confer-
ence on neural information processing systems, Curran Associates Inc., https://dl.acm.org/citation.cfm?
id=2981562.2981635

13. Graves A, Mohamed A, Hinton GE (2013) Speech recognition with deep recurrent neural networks. In:
2013 IEEE international conference on acoustics, speech and signal processing, pp 6645–6649

14. Hochreiter S, Schmidhuber J (1997) Long short-term memory. Neural Comput 9(8):1735–1780. https://
doi.org/10.1162/neco.1997.9.8.1735

15. Kaytez F, Taplamacioglu MC, Cam E, Hardalac F (2015) Forecasting electricity consumption: a compar-
ison of regression analysis, neural networks and least squares support vector machines. Int J Electr Power
Energy Syst 67:431–438. https://doi.org/10.1016/j.ijepes.2014.12.036

16. Khosravani H, CastillaM,BerenguelM,RuanoA, Ferreira P (2016)A comparison of energy consumption
prediction models based on neural networks of a bioclimatic building. Energies 9(1):57. https://doi.org/
10.3390/en9010057

17. Kuo PH, Huang CJ (2018) A high precision artificial neural networks model for short-term energy load
forecasting. Energies 11(1):213. https://doi.org/10.3390/en11010213

18. Leontjeva A, Kuzovkin I (2016) Combining static and dynamic features for multivariate sequence clas-
sification. In: 2016 IEEE international conference on data science and advanced analytics (DSAA) pp.
21–30. https://doi.org/10.1109/DSAA.2016.10, arXiv: 1712.08160

19. Liang Y, Niu D, Ye M, Hong WC (2016) Short-term load forecasting based on wavelet transform and
least squares support vector machine optimized by improved cuckoo search. Energies 9(10):827. https://
doi.org/10.3390/en9100827

20. Liu N, Tang Q, Zhang J, FanW, Liu J (2014) A hybrid forecasting model with parameter optimization for
short-term load forecasting ofmicro-grids.ApplEnergy129:336–345. https://doi.org/10.1016/j.apenergy.
2014.05.023

123



G. Miebs et al.

21. Mayer H, Gome F,Wierstra D, Nagy I, Knoll A, Schmidhuber J (2006) A system for robotic heart surgery
that learns to tie knots using recurrent neural networks. In: 2006 IEEE/RSJ international conference on
intelligent robots and systems. https://doi.org/10.1109/IROS.2006.282190

22. Niu D, Dai S (2017) A short-term load forecasting model with a modified particle swarm optimization
algorithm and least squares support vector machine based on the denoising method of empirical mode
decomposition and grey relational analysis. Energies 10(3):408. https://doi.org/10.3390/en10030408

23. NiuD, ShiH,WuDD(2012) Short-term load forecasting using bayesian neural networks learned by hybrid
Monte Carlo algorithm. Appl Soft Comput 12(6):1822–1827. https://doi.org/10.1016/j.asoc.2011.07.001

24. Ringwood JV,BofelliD,MurrayFT (2001) Forecasting electricity demandon short,mediumand long time
scales using neural networks. J Intell Rob Syst 31(1):129–147. https://doi.org/10.1023/A:1012046824237

25. Rumelhart DE, Hinton GE, Williams RJ (1986) Learning representations by back-propagating errors.
Nature 323:533–536. https://doi.org/10.1038/323533a0

26. SalehinejadH, Sankar S, Barfett J, ColakE,Valaee S (2018)Recent advances in recurrent neural networks.
arXiv:1801.01078
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A B S T R A C T

The rise of neoliberalism in the context of urban development has encouraged cooperation between public and
private parties. This cooperation is structured by contracts, generally called Urban Development Agreements
(UDAs). Being part of the urban regeneration strategies, UDAs aim at achieving durable improvements of aban-
doned areas, namely brownfields, according to the sustainability principles. Thus, within the negotiation between
private developers and public administrations, multiple and conflicting instances have to be faced case by case.
Despite the uniqueness of each UDA, it is possible to define a set of pertinent characteristics that play a crucial role
in determining the fairness and appropriateness of the public-private partnership. Given this context, we propose a
novel variant of the Dominance Rough Set Approach (DRSA) for i) exploring the relationship between condition
attributes or criteria and effects of urban development processes and for ii) supporting negotiations according to
the detection of a set of relevant features. Specifically, DRSA is applied on a sample of UDAs recently concluded in
the Lombardy Region (Northern Italy), and then tested on a sample of other UDAs under the negotiation phase. The
analysis involves five dimensions represented by attributes and criteria related to urban, institutional, negotiation,
development and economic contexts. The inferred decision rules provide useful knowledge for supporting complex
decision processes such as the allocation of costs and benefits within UDAs.

1. Introduction

In land-use planning, the dual relationship between urban regula-
tions and property value has been widely recognized (Alterman, 2012).
In particular, land value capture refers to the financial instruments
through which public authorities can detect increases in the values of
properties that are unrelated to the actions of landowners (Micelli,
2011; Oppio et al., 2019). Due to traditionally different administrative
and tax implementation schemes, several forms of value capture me-
chanisms exist. These include: i) impact fees, ii) joint developments, iii)
property or land value taxes, iv) land banking, v) tax increment fi-
nancing, vi) betterment levies, and vii) development agreements
(Youngman and Malme, 1994, 2004; Malme and Youngman, 2001;
OECD, 2017). Despite the differences among them, an idea underlying
all mechanisms is to impose a levy on new developments in order to
fully or partially finance new local infrastructures and/or to improve
the existing ones (Reimer et al., 2014).

In some cases, standard charges are defined by local public ad-
ministrations, while in other cases private contributions are negotiated
within integrated programs or complex partnership arrangements in
addition to, or instead of, fixed tariffs. In some Italian regions, Urban
Development Agreements (UDAs) represent a common value-capture
mechanism. Within this kind of agreements, the involved developers
provide public services and/or financial contributions for obtaining
planning/building permissions or rezoning decisions that allow more
profitable development than the one defined by the statutory urban
plan. Variation from the local plans in terms of uses, density, volumes
or ratio of buildings to open spaces can give rise to the planning gain,
being at the basis of the land value capture mechanism within the
UDAs. Given the contractual nature of UDAs, they allow public au-
thorities and developers to find the solutions to the specific problems
according to a case-by-case approach.
Considering the particular case of Italy, UDAs between public ad-

ministrations and private developers were first introduced by law at the
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end of the last century (see article 16 of Law no. 179, 1992 “Integrated
Intervention Programs”). They aimed at fostering the involvement of
private players and resources in the field of urban development in a
period of strong growth of the real estate market. At that time, the
returns for developers were high and local authorities were willing to
use the real estate expansion as a means for supporting urban im-
provement (Camagni, 1996), in the wake of the local fiscal crisis and
the increasing cuts on resources from the national government.
Indeed, in the context of a profound crisis of public, national and

local finances, a fair allocation of the value capture from urban trans-
formations between the public and private sectors represents a pro-
mising option for dealing with problems that the traditional urban
planning tools have failed to solve (Camagni, 2016). Within these ne-
gotiation processes and the consequent agreements between private
developers and public bodies, the privates’ interest of maximizing
profits often diverges from public authorities’ objectives of improving
urban quality and social well-being. In many cases, the negotiating
power of the public administrations turned out to be weaker than the
capability of private developers to direct urban transformations to-
wards the achievement of their interests (Camagni, 1996; Oppio et al.,
2019).
In turn, in the current market scenario, the investment and real

estate development operations show weak returns. As a consequence,
the new challenge for developers and investors in the context of urban
regeneration projects is to shift the focus from generating short-term
financial returns to creating positive social and environmental values in
a long-term perspective. The cultural and technological advances are
changing the traditional business models and blurring the boundaries
between the need to demonstrate good “social purpose” and enhancing
shareholder value. Thus, the interests of the public and private sectors
converge on generating positive social and environmental effects that
can generate adequate returns for investors in the long term (PwC,
2018).
Based on such premises, integrating the interests of all the stake-

holders in the urban development processes appears to be crucial to
build cooperative negotiation agreements, in which the interests of both
public and private sectors converge into a holistic view of creating
value (Ottomano Palmisano et al., 2016). While in the past the conflicts
between public and private actors were solved on a normative basis
(e.g., through the expropriation mechanism), nowadays the multi-di-
mensional and multi-stakeholder dimension of urban regeneration
processes drives all the actors involved to defining an innovative model
of cooperative negotiations (Raiffa, 1982; Stanghellini, 2019).
This paper focuses on UDAs with the aim of i) defining a set of

pertinent characteristics for setting the problem of the public-private
partnership in the field of urban development; special attention is
drawn on the value generated by proposals that differ from the statu-
tory plan (planning gain); ii) defining a decision support system for fair
allocation between the public and the private; iii) pointing out what are
the main drivers of UDAs able to influence the value generated by urban
developments; and iv) providing operational recommendations for
supporting the on-going and future negotiations according to a co-
operative approach. To answer these research questions, we apply a
novel variant of the Dominance-based Rough Set Approach (DRSA) to
two groups of UDAs in the Lombardy Region (Northern Italy), one
concluded and the other still in progress. These groups are composed of,
respectively, 15 and 10 UDAs. We aim at analyzing their main features
and identifying the drivers determining the outcome of UDAs, in terms
of the planning gain generated by the urban transformations.
This method was chosen because of its appropriateness for ana-

lyzing the consistency of available data and for inferring the decision
rules. The latter can capture some recurring patterns and characteristics
observed within the groups of UDAs that correspond to decision classes
representing various success levels in UDAs’ completion. The im-
portance of this stage is emphasized by the diversity of the pertaining
factors taken into account and involving the urban, institutional,

negotiation, development and economic contexts. Then, the inferred
rules are used to predict the outcomes of the ongoing UDAs to support
the negotiation process. The proposed approach handles subsets of both
attributes and criteria, respectively, without and with preferential di-
rections on their respective performance scales. Moreover, the basic
results are validated against the outcomes of robustness analysis, which
involves the results obtained with different sets of decision rules cor-
responding to all reducts, i.e., the minimal subsets of attributes/criteria
capable of fully explaining the classification of concluded UDAs.
The paper is organized in the following way. In Section 2, we focus

on the previous studies that dealt with the issue of evaluation in the
urban development domain. The Dominance-based Rough Set Ap-
proach and its novel variant are described in Section 3. Section 4 in-
troduces the UDAs under analysis and discusses the context and results
of the case study. The operational recommendations and conclusions
follow in Section 5.

2. Previous studies

As a consequence of the devolution of public policy, local autho-
rities and the private sector often cooperate in defining and im-
plementing urban development projects. This is confirmed by numerous
studies on the role played by evaluation in supporting urban develop-
ment under different kinds of Public-Private Partnerships (PPPs). The
negotiation process between public authorities and private developers
according to which the definition of a PPP agreement is defined needs
to be supported by evaluation evidence. With special reference to
UDAs, two main evaluation perspectives are generally considered: i) the
private developer’s perspective focused on the viability of urban de-
velopments, ii) the public perspective aimed at capturing a part of the
surplus-value generated by new land uses. This section provides an
overview of the most relevant studies according to the following three
aspects: i)evaluation of public and private benefits from urban devel-
opment; ii) ex-post evaluation of successful urban development drivers;
iii) definition of decision support system for aiding negotiation; some
insights are presented in the conclusions.

2.1. Evaluation of public and private benefits from urban development

Research on evaluating public and private benefits from urban de-
velopment has evolved according to the innovative forms of cooperation
between public bodies and private developers. In the last years, such
cooperation has led many European cities to enhance complex urban
interventions. This kind of PPP enable the two stakeholders to work to-
gether for a common interest in products and services while sharing risks,
costs, and resources (Green Paper, 2006; Stanghellini and Copiello, 2011;
Han et al., 2019). Concerning the instance of evaluating the urban de-
velopment attractiveness from the private and public viewpoints,
Mambelli and Stanghellini (2003) focused on the role played by an
evaluation within the negotiation process and discussed its potential by
analyzing the results of a financial and multiple criteria analysis applied
to a case study. Micelli (2004; 2011) and Camagni and Modigliani (2013)
proposed a model for assessing the overall value generated by an urban
development based on the assumption that the value of a development
project is equal to the monetary residual or surplus available once a site
has been developed. Specifically, it was defined as a percentage of the
difference between the land’s final value resulting from the urban de-
velopment, including transformation costs and expenses, and its initial
value. For its operational effectiveness, this model has been widely used
to evaluate the fairness of land value capture in the urban developments
(Oppio and Torrieri, 2018; Oppio et al., 2018, 2019; Calabrò and Della
Spina, 2012). Furthermore, Copiello (2012) reflected on the balance
between private and public instances as the requirement for legitimating
PPPs. A general overview of the advantages and disadvantages of dif-
ferent appraisal methodologies for developments in the frame of PPP was
given by Tánczos and Kong (2001).
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2.2. Ex-post evaluation of successful urban development drivers

An additional contribution to the methodologies for evaluating
urban development under PPPs is represented by the research on the
drivers of urban transformations. Copiello (2011) applied the Rough Set
Analysis (Pawlak 1982; 1991) to investigate into five categories of at-
tributes (urban context, institutional context, PPP procedure, PPP fea-
tures, and financial and economics performances), which are the dri-
vers for successful urban developments. In turn, Nijkamp et al. (2002)
identified the crucial drivers of urban renewal projects concerning
complex factors such as the institutional context, the financial viability,
and the presence of spatial externalities. To compare nine selected
urban development projects involving different types of PPPs in The
Netherlands, they applied the Rough Set Analysis for detecting the most
important drivers of successes and failures within recent development
plans in Dutch cities. In the same spirit, Xiong et al. (2019) conducted a
systematic review of case-study literature on PPP to investigate the
dynamics of governance issues, including the relative importance, in-
terrelationships, and connections with PPP success and failure. Fur-
thermore, Abastante et al. (2013) used DRSA and Analytic Network
Process (ANP) for assessing the sustainability of different urban trans-
formation scenarios, whereas Chen et al. (2009) classified brownfield
redevelopments in the American cities according to their level of ef-
fectiveness and future needs.

2.3. Definition of Decision Support System for aiding negotiation

Decision Support Systems (DSSs) can be considered as a prominent
field of research within negotiation processes. Urban developments are
characterized by the coexistence of multiple and conflicting instances,
therefore they are considered as complex, ill-structured problems to
decide on. Moreover, joint project investments require transparency to
legitimate decisions with respect to public preferences and expecta-
tions.
In analyzing PPPs in previous studies, several evaluation methods

were applied with the purpose to aid the negotiation process or to give
robustness to the choice of different scenarios. In particular, Morano
and Tajani (2017) introduced the logic of fuzzy systems for evaluating
the coherence of the projects submitted by private operators with the
importance of the objectives of redevelopment set by the public ad-
ministration. The proposed algorithm was able to adapt to the specifi-
cities of the project under evaluation and to the changes that, over time,
could arise in the preference system of the Decision Maker.
Gan et al. (2018) identified the importance of involving different

stakeholders in the decision process by developing multiple-attribute
group DSS or through an interactive learning framework (Smajgl and
Ward, 2015). To provide recommendations on large-scale projects,
Liang and Hu (2018) defined an evaluation framework by using the
Fuzzy Analytic Hierarchy Process (FAHP) to investigate different PPPs
based on features such as partnership, benefit-sharing, or risk-sharing.
Moreover, Bai et al. (2017) applied a Fuzzy Comprehensive Evaluation
Model (FCEM) to analyze various sustainability risk factors like culture
and society, cost and economy, ecology and environmental, project and
organization, and politics and laws. Finally, Cilona and Granata (2015)
investigated nine criteria capturing the environmental and aesthetic
quality of the investment projects along with their attractiveness and
accessibility with the support of the Preference Ranking Organization
Method for Enrichment Evaluation (PROMETHEE).

2.4. Insights from the previous studies

Concerning the evaluation dimensions described in the previous
sub-sections, what deserves to be investigated is how to find a balance
between collective benefits and financial sustainability. Even though
negotiation procedures emphasize the role of evaluation, from the
current practices, a gap within the public decision-making process

emerges. Given this instance of sound choices, this paper proposes a
methodological contribution for appropriately supporting local ad-
ministrations and private developers when they enter into negotiation.
Thus, the decision problem considered in this paper consists in ex-
plaining a classification of the already concluded UDAs and deriving a
decision model that could be used to classify programmed or on-going
UDAs based on their characteristics, as well as to support ill-structured
negotiation processes among public and private parties. To tackle these
issues, an effort has been made to point out the drivers of successful
UDAs by considering their complexity. To this purpose, the Rough Set-
Based methodology has been employed. However, the specificity of the
considered case study in terms of a small number of alternatives, a large
number of criteria as well as characteristics of evaluation attributes, has
required the development of a novel variant of DRSA, specifically tai-
lored to the problem under investigation. To provide an effective con-
tribution to local authorities, the set of criteria and attributes have been
developed with the support of experts and Lombardy Region officials.
The success of the UDAs has been settled according to decision classes,
defined by estimating the overall value generated by the UDAs.

3. Methodology

In this section, we introduce a variant of the DRSA that handles both
criteria and attributes in the data structuring phase and a multiplicity of
compatible sets of rules in the phase of preference learning. Also, the
novel approach differentiates the impacts that different sets of rules
have on the recommended assignment by making the weights assigned
to these sets dependent on their predictive abilities. These develop-
ments have been motivated by the following characteristics of the
considered decision problem: a presence of attributes without pre-
ferentially ordered performance scales in the set of features describing
the UDAs, a relatively large set of 11 attributes and criteria considered
in the analysis, and a relatively small set of reference alternatives
composed of only 15 UDAs. In what follows, we discuss the original
variant of DRSA (see Section 3.1), and then point out the modifications
proposed in the novel approach (see Section 3.2).

3.1. The Dominance-based Rough Set Approach

Dominance-based Rough Set Approach is a Multiple Criteria
Decision Analysis method originally proposed by Greco et al. (2001) for
dealing with multiple criteria sorting (ordinal classification) problems
(Zopounidis and Doumpos, 2002). The distinctive features of this ap-
proach derive from handling assignments of alternatives that may be
inconsistent with respect to the dominance principle and using a
transparent preference model in the form of “if … then …” decision
rules (Greco et al., 2016). In what follows, we introduce the notation
and discuss the main steps of DRSA.

3.1.1. Notation
DRSA handles knowledge about the decision problem represented in

the form of an information table. Its rows correspond to a set of eval-
uated alternatives = … …A a a a{ , , , , }1 i n , whereas the columns are di-
vided into the evaluation criteria = … …G g g g{ , , , , }1 j m and the decision
attribute D (Cinelli et al., 2019). The preference-ordered criteria in G
are used to assess the alternatives from different relevant viewpoints
(Roy, 1996). The evaluation (performance) of a Ai on g Gj is de-
noted by gj (ai). For clarity of presentation, without loss of generality,
we assume that all criteria in G have an increasing direction of pre-
ference (hence, greater performances are preferred).
The decision attribute D is filled for a subset of reference (training)

alternatives A AR , hence indicating their overall evaluation. Such a
comprehensive evaluation takes the form of an assignment of a AR

i to
one of the t pre-defined, preference ordered classes … …Cl Cl Cl, , , ,1 r t,
where Clr is more preferred to Clr 1, = …r t2, , (Zopounidis and
Doumpos, 2002). The classification for the non-reference (testing)
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alternatives in =A A ANR R is unknown and needs to be predicted with
a decision model derived from the analysis of reference alternatives.

3.1.2. Approximations of class unions
The construction of a decision model starts with the analysis of in-

consistencies in the classifications provided for the reference alter-
natives. In DRSA, such a consistency check is based on the following
dominance principle: “if ai dominates ak , then ai should be classified at
least as good as ak” (Greco et al., 2001). The dominance relation G for a
family of criteria G is defined as follows (Roy, 1996):

a a g G g a g a: ( ) ( )i
G

k i kj j j .
Given the ordinal classification problem, the consistency analysis is

conducted for different class unions. We distinguish the upwardClr and
downwardClr unions corresponding to, respectively, at least or at most
class Clr. It is relevant to consider only the unions which do not contain
all reference alternatives, i.e., Clr for = …r t2, , and Clr for

= …r t1, , 1. For each union, the results of a consistency check are
quantified with its lower and upper approximations. On the one hand,
the lower approximation contains all reference alternatives certainly
belonging to the union, which means no argument would question their
membership. On the other hand, the upper approximation is composed
of the reference alternatives possibly belonging to the union meaning
that there is at least one argument that would confirm their member-
ship. Formally, these approximations (denoted by P_ and P ) can be
defined for any subset of criteria P G as follows (Greco et al., 2016):

= =P Cl a A a Cl a a P Cl a A a Cl a a_ ( ) { : , }and ( ) { : , }R P R P
r i k r 1 k i r i k r i k

= =+P Cl a A a Cl a a P Cl a A a Cl a a_ ( ) { : , }and ( ) { : , }R P R P
r i k r 1 i k r i k r k i

In particular, the lower approximation of Clr (P Cl_ ( ))r is composed
of all reference alternatives, which are not dominated in terms of P by
any reference alternative belonging to a class worse than . In this per-
spective, let us emphasize that P is reflexive, and thus none alternative
from Clr 1 belongs to P Cl_ ( )r . The upper approximation of Clr (P Cl( )r )
is composed of all reference alternatives, which dominate in terms of P

some reference alternative belonging to union Clr .

3.1.3. Quality of approximation of classification
A key measure that quantifies the consistency of the assignments

provided for the reference alternatives is the quality of approximation
of classification Cl( ) 0,1P . It refers to the number of alternatives
contained in the boundaries of all upper or lower class unions defined
as the differences between the respective upper and lower approxima-
tions (i.e., =Bn Cl P Cl P Cl( ) ( ) _ ( )P r r r and =Bn Cl P Cl P Cl( ) ( ) _ ( )P r r r ).
Such alternatives are troublesome, underlying the inconsistency in the
provided classifications. Hence, if they are more numerous, the quality
of approximation should be lowered. Formally:

= == … = …Cl
card A Bn Cl

card A
card A Bn Cl

card A
( )

( ( ))
( )

( ( ))
( )P

R P
R

R P
R

r 2, , t r r 1, , t 1 r

Overall, measure Cl( )P quantifies the quality of knowledge that can
be extracted from the assignments provided for the reference alter-
natives, where P is a subset of criteria P G and Cl is the considered
classification task (Słowiński et al., 2015).

3.1.4. Reducts
To investigate the role that different subsets of attributes may have

in explaining the classification for the reference alternatives, one could
refer to the concept of reduct (Susmaga and Słowiński, 2015; Kadziński
et al., 2020). It is defined as the minimal subset of criteria P G that
allows achieving the same quality of classification as the whole set of
attributes ( =Cl Cl( ) ( )P G ). Hence, the criteria contained in the reduct
play a significant discriminatory role, whereas the remaining ones are
redundant from the viewpoint of maintaining a consistency of the in-
formation table. Let us emphasize, however, that there may exist more
than one reduct for the same dataset.

3.1.5. Decision rules
Having structured the data, the lower and upper approximations

serve as a basis for deriving a set of logical statements in the form of
decision rules. Such “if…, then…” statements explain the classification
provided for the reference alternatives in terms of the minimal subset of
conditions referring to their performances on particular attributes
(Greco et al., 2016). In what follows, we focus only on certain rules,
which are induced from the lower approximations of class unions.
These rules are induced from the upward and downward class unions
and have the following form:

… …g a r g a r a Clif and and and then( ( ) ( ) )j1 i j1 jq i jq i r

… …g a r g a r a Clif and and and then( ( ) ( ) )j1 i j1 jq i jq i r

where g g G,j1 jq . Such rules represent robust knowledge in the form of
a conjunction of some performances on a subset of criteria that would
justify the assignment of an alternative to a particular class union. In
particular, the assignment of ai to Clr could be motivated by attaining
some lower performance thresholds on a subset of criteria. For the in-
duction of a non-redundant set of minimal decision rules, one can apply
different algorithms (for a review, see Błaszczyński et al. (2011)).
Among these algorithms, DOMLEM (Greco et al., 2000) is the one that
has been originally coupled with DRSA.

3.1.6. Induction of decision rules
When inducing a minimal set of certain decision rules, the main

procedure of DOMLEM (see Algorithm 1) is iteratively repeated for all
lower approximations of the upward (downward) class unions. To meet
the requirement of non-redundancy, the main procedure for rule in-
duction (see Algorithm 2) is repeated starting from the strongest class
union (e.g., in case of upward class union, from P Cl_ ( )t to P Cl_ ( )2 ).

A. Oppio, et al. Land Use Policy 96 (2020) 104678

4



In the rule induction algorithm, E denotes a complex (i.e., con-
junction of elementary conditions e) being a candidate for a condition
part of the rule and E[ ] denotes a set of alternatives matching E . When
evaluating the candidates for the best condition part of a rule using
function evaluate(E), DOMLEM selects complex E with the highest ratio

E W E|[ ] |/|[ ]| and in case of a tie between various candidates – it se-
lects complex E with the highest ratio E W|[ ] |, whereW B is a set of
alternatives to be covered by the rules which are yet to be inferred and
B is the considered approximation. Complex E is accepted as a condi-
tion part of the rule if and only if =E e B[ ] [ ]e E . Since DOMLEM is
a greedy algorithm, it needs to verify whether some potentially re-
dundant conditions from the condition part should be eliminated. The
rules are induced iteratively until all alternatives in B are covered by at
least one rule.

In a default setting, when searching for the conditions to be in-
cluded in a decision rule, DOMLEM is allowed to examine all criteria in
G. However, its run may be also limited to account only for the criteria
from a subset P G. In particular, when constraining the application of
DOMLEM to some reduct, a set of rules reproducing the assignments of
all reference alternatives can be induced successfully, because the at-
tributes contained in each reduct are sufficient to discriminate the al-
ternatives contained in the lower approximation of each class union
from the remaining ones.

3.1.7. Classification
The induced rules serve as a decision model that can be employed

for deriving a classification for the non-reference alternatives in ANR.
The classification algorithm proceeds first by identifying the decision
rules, which match the performances of a given alternative. It assumes
that for each alternative there is at least one rule that matches its
performances. In case this condition is not met, one can consider the
rules that are “nearest” to the alternative in terms of a valued closeness
relation (Słowiński and Stefanowski, 1994). It is based on the as-
sumption that providing the recommendation based on the analysis of
reference alternatives that do not significantly differ from the non-re-
ference alternative under analysis can be the best compromise, instead
of offering nothing (Cinelli et al., 2019). For example, alternative ai

with the following description: =g a( ) 21 i , =g a( ) 22 i and =g a( ) 23 i
matches 2 out of 3 conditions of the following rule, hence being rela-
tively close to it: if g a g a g a then a Cl( ) 1and ( ) 3and ( ) 01 i 2 i 3 i i 3 .
Since the assignments suggested by the rules matching a given al-

ternative can be different or even conflicting, one needs to apply a
classification scheme that would indicate support given to each po-
tential classification. While there exist different classification proce-
dures (see, e.g., Kadziński et al. (2014)), the so-called new classification
algorithm (Błaszczyński et al., 2007) is the most widely used in real-
world applications involving DRSA. The algorithm uses a set of rules R
to compute the strength of confidence Score Cl a( , )R

net
r i given to the as-

signment of alternative a to class Clr , = …r t1, , . Such a net score is
defined as the difference between the positive +Score Cl a( , )R r i and ne-
gative Score Cl a( , )R r i scores. The former is derived from the analysis of

rules supporting the assignment of a to Clr , whereas the latter accounts
for the rules that suggest the assignment to a class other than Clr . For a
given alternative, the class with the highest net score is recommended.
Overall, an ability to deal with inconsistent preference data, im-

plementation of an intuitive paradigm of learning from examples as
well as an incorporation of a transparent preference model in the form
of decision rules imply that DRSA has been widely used for supporting
the solution of real-world decision problems in various application
domains. Some recent case studies that have been successfully ap-
proached with DRSA concern a classification of brownfield remediation
projects (Han et al., 2018), an evaluation of requalification strategies of
farm building (Ottomano Palmisano et al., 2016), a diagnosis of dia-
betic retinopathy (Saleh et al., 2018), an analysis of customer behavior
in the airline market (Liou and Tzeng, 2010), and a hazard assessment
of energy accidents (Cinelli et al., 2019).
Nevertheless, the original DRSA has some weaknesses that limit its

applicability and reduce the faithfulness of the provided results. In this
paper, we aim at addressing the following three research gaps by pro-
posing a novel variant of DRSA that will be used in a case study con-
cerning the comprehensive evaluation of urban development agree-
ments. Firstly, DRSA has been designed for reasoning about data with
monotonicity constraints (Greco et al., 2001). Consequently, it is not
suitable for analyzing the nominal attributes for which preference di-
rection cannot be specified. Adjusting the approach for dealing with
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both criteria and attributes at the same time requires a revision of the
dominance relation and an adaptation of the consistency rule used in
the phase of data structuring. Secondly, DRSA has been originally
coupled with an application of a single minimal set of decision rules
(e.g., inferred with the DOMLEM algorithm). As noted by Kadziński
et al. (2014), the example assignments specified for a set of reference
alternatives represent indirect preference information, and hence they
can be potentially explained with different subsets of conditions. This,
in turn, leads to the potential existence of multiple sets of rules that
would reproduce the desired assignments for reference alternatives
(Kadziński et al., 2016). However, when applied to the classification of
non-reference alternatives, these sets could suggest different assign-
ments. Accounting for the multiplicity of such sets of rules is particu-
larly important when dealing with relatively small sets of decision ex-
amples. The rules capture some patterns in the learning data and any
peculiar pattern can lead to some hardly justifiable recommendation for
a non-reference alternative. Such a risk is vastly reduced when different
compatible sets of rules and hence various patterns observed in data are
exploited. Then, the robustness of different assignments can be ex-
amined and the class with the greatest support given the multiplicity of
different compatible sets of rules can be finally recommended for each
non-reference alternative. Thirdly, even if the multiplicity of minimal
sets of rules has been already exploited in some previous works (see,
e.g., Kadziński et al., 2014, 2015), the latter ones do not differentiate
the impacts of different sets of rules when working out the re-
commendation for the non-reference alternatives. However, it is natural
to make the weights assigned to different sets of rules dependent on
their predictive abilities. Specifically, greater weights should be asso-
ciated with these sets of rules, which prove to make less or smaller
errors when predicting the classification for alternatives that were not
used at the stage of inferring these sets.

3.2. The novel variant of Dominance-based Rough Set Approach

In this paper, we propose the application of a novel variant of the
DRSA, whose modifications with respect to the original one are pre-
sented in this section.

3.2.1. Notation
Our formulation of the decision problem involves both preference-

ordered criteria G GC and nominal attributes G GA for which pre-
ference directions cannot be specified ( =G G GC A ).

3.2.2. Approximations of class unions
Since the dominance relation G cannot be analyzed alone in the

context of nominal attributes, we consider a dominance-indifference
relation that will be used to compare the alternatives in the following
way:

a a g G Gi
G

k CI j : g a g a g G G( ) ( ) andi k Aj j j :
=g a g a( ) ( ).i kj j

Hence, a pair of alternatives is related by G
I if one of them is at least

as good on all criteria in GC and they are indifferent in terms of all
nominal attributes in GA. Otherwise, if the order of alternatives’ per-
formances on at least two criteria is inverse or their performances on at
least one attribute are different, such a pair is deemed as incomparable
in terms of G

I . Then, the approximations of class unions are obtained
analogously as in the original DRSA by replacing P with P

I with P G
in the following way:

= =P Cl a A a Cl a a P Cl a A a Cl a a_ ( ) { : , }and ( ) { : , }R P R P
r i k r 1 k I i r i k r i I k

= =+P Cl a A a Cl a a P Cl a A a Cl a a_ ( ) { : , }and ( ) { : , }R P R P
r i k r 1 i I k r i k r k I i

3.2.3. Decision rules
The form of decision rules that involve conditions referring to the

performances on both criteria and attributes is as follows:

… = …g a r g a r a Clif and and and then( ( ) ( ) )j1 i j1 jq i jq i r

… = …g a r g a r a Clif and and and then( ( ) ( ) )j1 i j1 jq i jq i r

where g GCj1 and g GAjq . The rules are induced using a suitably
modified variant of DOMLEM (Greco et al., 2000), which constructs the
candidates for the elementary conditions (see Algorithm 2) in the fol-
lowing way:

Cond := { =g a r g G( ) ifj g Ajj or g a r g G( ) ifj g Cjj such that
=a S g a r: ( )j gj}.

3.2.4. Robustness analysis
In the basic variant of the proposed method, the recommendation

for each non-reference alternative is based on the application of a single
set of rules arbitrarily selected by a suitably modified DOMLEM coupled
with the new classification algorithm (Błaszczyński et al., 2007).
However, to verify the robustness of the assignments obtained in this
way, we investigate the stability of classification suggested by different
sets of rules that can be induced from the set of assignment examples.
Specifically, these sets of rules R R are generated by DOMLEM,
which is constrained to use the attributes from a single reduct at a time.
In this way, each constructed set of rules is guaranteed to refer to a
minimal subset of attributes and criteria capable of explaining the as-
signments of reference alternatives.
To measure the stability of recommendation suggested by all sets of

rules in R for the non-reference alternatives, one normally refers to a
Class Acceptability Index (CAI) defined as follows (Kadziński et al.,
2016):

=CAI a r
m R a r

card
( , )

( , , )
( )i

R i

R
R

wherem R a r( , , )i is the class membership function, which confirms the
assignment of alternative ai to class Clr by set of rules R (Kadziński
et al., 2018):

= = = …m R a r if r Score Cl a
otherwise

( , , ) 1, arg max ( , ),
0, .i

R
net

h 1, , t h i

The closerCAI a r( , )i is to one, the more robust is the assignment of
ai to Clr, being confirmed by different sets of rules compatible with the
classification examples. Thus defined CAI assumes that equal weights
are assigned to all considered sets of rules R . However, it is rea-
sonable to differentiate these weights wR, R , so that greater voting
power is assigned to the sets R with greater predictive ability. To
assess the latter one, we apply a leave-one-out cross-validation (Geisser,
1993). Such a choice is motivated by a small cardinality of the learning
set in the considered case study. Specifically, when assessing the pre-
dictive ability of a set of rules based on a particular reduct, we divide a
set of reference alternatives AR into a training set composed of
card A( ) 1R alternatives and a single validation alternative. For the
latter one, the recommendation suggested with a set of rules inferred
based on the card A( ) 1R alternatives is compared with its pre-defined
assignment. The same process is applied once for each alternative
playing the role of a single-item test set and using all remaining alter-
natives as a training set. The results are averaged over all such runs. In
particular, we consider the mean absolute error (Willmott and
Matsuura, 2005) defined as follows:

=MAE R
Cl y

card A
( )

| |
( )

a A i i
R

R

R
i

where Cli and yi
R are indices of classes to which a AR

i is assigned by,
respectively, the DM or the classification algorithm based on a set of
rules R R . Then, weight wR assigned to R R can be defined as a
reciprocal of MAE R( ) (i.e., =w MAE R1/ ( ))R so that to favor the sets of
rules with better predictive abilities. Even though it is possible to use
other performance measures than MAE (e.g., classification accuracy or
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mean squared error), the general idea of the proposed weighting
scheme remains the same.
Finally, instead of quantifying the results of robustness analysis with

CAI s, we consider Weighted Class Acceptability Indices (CAI s). They
are defined for a Ai and Clr, = …r t1, , , in the following way:

=WCAI a r
w m R a r

w
( , )

( , , )
i

R R i

R R

R

R

Overall,WCAI a r( , )i gets higher in case an assignment of ai to Clr is
confirmed by more compatible sets of rules which proved to perform
better in the validation experiment.

4. Case study

Firstly introduced in 1986 in the Lombardy Region, UDAs have
enhanced urban transformations according to the following main fea-
tures: i) institutional cooperation between different government levels,
ii) subsidiarity, iii) stakeholders’ involvement for the definition of
strategies and actions, iv) local public-private partnership, v) definition
of the agreement between the two parties on the basis of the increase in
land value generated by the urban development, vi) public investments’
efficiency and effectiveness, vii) functional mix, and viii) achievement
of environmental and social objectives (Oppio and Torrieri, 2018).
Given these specific characteristics, they show a high degree of com-
plexity with their success being affected by several aspects across long
administrative and development processes. When considering the UDAs
launched in the last 20 years, only 14 % of them have been concluded,
35 % are under development, and the remaining ones have failed for
many reasons involving inadequacy of the basic economic assumptions
concerning the real estate market trends over long development phases
(almost ten years).
Within this context, DRSA has been applied to point out the main

features of UDAs and to find out which characteristics can be con-
sidered as the drivers of urban development for the additional value

generated for both private developers and public administrations. The
research has been developed into the following five main steps (see
Fig. 1):

• definition of the evaluation framework;
• evaluation of the performances of a sample of 15 concluded UDAs
(called a set of training alternatives);
• ex-post estimation of the additional value generated by UDAs;
• application of DRSA to the training alternatives;
• application of the evaluation model and identification of urban
development drivers, to support 10 on-going negotiations (called a
set of testing alternatives) between the private developers and the
public administrations.

These steps are described in detail in the following subsections.

4.1. Evaluation framework

According to a constructivist approach, the evaluation framework
(see Fig. 2 and Table 1) has been defined by the interaction with a
group of urban planning experts and regional delegates, with specific
knowledge on this topic (Rita et al., 2018; Brito et al., 2019). Five
thematic areas have been identified as essential, and subsequently de-
tailed by a pair of attributes (A2 and B1) and 9 criteria (A1, B2, C1, C2,
D1, D2, E1, E2, and E3), respectively, without and with preference
directions on the respective performance scales. Criteria and attributes
have been selected according to data and information actually available
from Lombardy Region according to regional law recommendations.
Specifically, the first thematic area “Urban Context (A)” includes

Accessibility (A1) with respect to the public transport system and private
mobility and Development site (A2), which considers the sites’ previous
functions (greenfield, industrial brownfield, railway brownfield, urban
brownfield, mixed) and their environmental as well as economic im-
pacts. The “Institutional context (B)” accounts for the characteristics
of Developers (B1) and Ownership (B2). In both cases, they can be

Fig. 1. Main steps of the evaluation process.

Fig. 2. Evaluation framework used to evaluate the Urban Development Agreements.
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private, public or mixed. The “Negotiation Context (C)” deals with the
complexity of the agreement, given by the Numbers of involved private
developers (C1) and Public Stakeholders (C2). The “Development
Context (D)” considers the intrinsic features of UDAs such as the
Functional program (D1), with a special focus on the gross floor area
(GFA) of each type of uses (residential, social housing, offices, retail,
services, green areas, others) as well as Size (D2) measured by the GFA,
i.e., the total area of development. Finally, the “Economic Context (E)”
refers to the Investment value (E1) given by the sum of hard and soft
costs of urban development, Real estate market potential (E2), which
measures the attractiveness of the development under investigation
with respect to the future market values, and Development potential (E3)
interpreted as the difference between the current development ex-
pectation and the new one defined within the UDA. The UDAs perfor-
mances in terms of all attributes and criteria were assessed regarding
the financial report, which is one of the mandatory documents a private
subject has to submit to the municipality and the regional authority
together with the development proposal.

The selected criteria have different preference directions (see
Table 1). On the one hand, accessibility (A1), the amount of private
ownership (B2), the presence of multiple private stakeholders (C1), the
percentage of commercial GFA in the total development area (D1), the
size of the lot (D2), the positioning of UDAs’ area market prices with
respect to the average urban values (E2), and increases of building
index (E3) are considered as gain criteria (the higher the performance,
the better), since they all enhance urban development by reducing the
investment risk (B2, C1), attracting users (A1, D1), supporting adequate
development in terms of buildable area and potential incomes (D2, E2,
E3). On the other hand, the public ownership and the coexistence of
multiple public stakeholders (B2, C2) are thought to impact negatively
on the administrative and bureaucratic process, thus increasing the
investment value due to higher costs and delayed incomes (E1). For
these reasons, they are considered as cost criteria with lesser perfor-
mances being more preferred.

Table 1
Structure of the decision problem.

Attribute / Criterion Type Scale / Unit Definition

A Urban Context
A1 Accessibility Gain Qualitative The public and private mobility assessed by considering the presence of train stations, metro stations, bus

stops, highways, primary and secondary roads according to 10min isochrones
A2 Development site – Nominal Greenfield, industrial brownfield, railway brownfield, urban brownfield, or mixed
B Institutional context
B1 Developer – Nominal The nature of the subject involved in the urban development project: public, private or mixed
B2 Ownership Private Gain % The percentage of public and private bodies owning the site

Public Cost %
C Negotiation context
C1 Number of private

developers
Gain n° The number of private developers

C2 Number of public
stakeholders

Cost n° The number of public stakeholders

D Development context
D1 Functional program Gain % The incidence of commercial GFA on the total developed area
D2 Size Gain sqm The GFA of the project, the overall area of the development site and the building ratio index
E Economic context
E1 Investment value Cost € The total development cost
E2 Real-estate market potential Gain Qualitative Comparison between the average market prices of the municipalities and the market prices of the UDAs areas.

The OMI database (Agenzia delle Entrate) has been investigated for the market prices.
E3 Development potential Gain cm/sqm Difference between the building index ratio of the site before and after the development

Fig. 3. The location of Urban Development Agreements under evaluation in Lombardy.
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4.2. Sets of concluded and on-going Urban Development Agreements

In the last years, Lombardy – like many other European regions and
cities – has experienced the renewal of abandoned areas and brown-
fields through the innovative forms of cooperation between the public
and private sectors. Based on the analysis of UDAs carried out over the
last fifteen years 15 case studies have been selected as a set of training
alternatives. They represent successful experiences since they have
been completed. A significant part of these case studies are located in
the Province of Milan and in 13 different medium-low populated mu-
nicipalities of Lombardy (see Fig. 3 and Table 2). The private and public
functions of these UDAs correspond to, respectively, 88 % and 12 % of
the total gross floor area developed. Among the private functions, the
greatest share is represented by residential buildings (69 %), retail (17
%), and offices (7%).
The testing sample includes 10 UDAs under agreement. They are

located in 5 different municipalities in Lombardy (see Fig. 3 and
Table 2). Since the negotiation is still on-going in their context, finding
out the drivers of value is essential to address the agreement toward
achieving a balanced negotiation between the public and the private.

4.3. Estimation of Urban Development Agreements’ value

The early detection of the territorial, institutional, negotiation as
well as economic features, which are responsible for the positive gap
between potential revenues and costs, being the allocation of this value
at stake, can support the agreement between the private developers and

the public administrations in favor of fair and balanced choices. To find
out the drivers of successful urban development, the planning gain
(UDA Value) generated by UDAs has been estimated. The estimation of
such a value plays a crucial role in negotiation processes, as the
agreements between private developers and public administrations es-
tablish how to allocate this value between the two parties. On the one
hand, private developers consider as legitimate the return given by
their proposals and entrepreneurial capabilities. On the other hand,
public authorities require a percentage of developers’ return, i.e., so-
called land value capture, being dependent on cross-synergies and
cross-externalities created through investments and decisions of both
the public and the private (Camagni, 2008).
Thus, the starting point of the negotiation process is the estimation

of UDA Value. According to the notion of planning gain (Bowers, 1992),
the UDA Value can be estimated as the difference between the values of
the area before and after UDA (denoted by, respectively, V0 and Vf), i.e.:
UDA Value = Vf – V0. Both Vf and V0 can be appraised by considering
the difference between the potential revenues and the development
costs according to both the Residual Value approach and the Dis-
counted Cash Flow Analysis model. While the former is relatively
simple in use and widely understood, the latter is appropriate for
longer-term development schemes, since it accounts for the distribution
of costs and revenues over time. This assumption implies the potential
use of a discount rate that reflects the investment’s gross risk/return
(Oppio et al., 2018).
Table 3 shows an overview of the estimated UDA Value (column A),

the estimated value captured by public authorities, namely 50 % of the
UDA Value according to the minimum incidence suggested by the na-
tional law (column B), and the land value actually captured by public
authorities, calculated as the difference between the planning fees de-
fined by the agreements and the ones due to local planning law and
regulations (column C). As it emerges from Table 3, in most cases de-
cisions about the UDA’s value allocation rule are made case by case,
according to the variations of functional programs defined over long
horizon time. This high degree of discretion confirms the difficulty for
the public authorities to estimate the adequacy of the value capture,

Table 2
Urban Development Agreements (training and testing alternatives) under evaluation: provinces and size.

Concluded (training) UDAs On-going (testing) UDAs

UDA Province Size (sqm) Volume (cm) UDA Province Size (sqm) Volume (cm)

A1 Milan 17.527 40.000 CS1 Milan 19.730 25.290
A2 Bergamo 95.100 53.000 CS2 Bergamo 20.727 11.869
A3 Lecco 9.955 22.000 CS3 Pavia 163.493 106.338
A4 Milan 32.035 54.000 CS4 Milan 266.183 446.286
A5 Cremona 283.440 124.431 CS5 Milan 151.257 238.035
A6 Milan 128.345 180.000 CS6 Milan 1.111.573 1.831.002
A7 Brescia 25.436 37.600 CS7 Milan 230.338 689.079
A8 Milan 97.600 93.262 CS8 Monza Brianza 87.980,31 48.000
A9 Milan 86.204 78.762 CS9 Varese 44.998,58 75.627
A10 Milan 88.539 53.200 CS10 Varese 19.311 26.850
A11 Milan 44.290 57.222
A12 Milan 138.878 85.815
A13 Bergamo 11.493 11.176
A14 Milan 2.090 8.158
A15 Milan 225.403 329.080

Table 3
Training sample: overview of UDA Value (A), estimated land value capture (B),
real land value capture (C).

UDA A B C

A1 668.673 € 334.337 € 244.853 €
A2 3.625.155 € 1.812.578 € 4.800.056 €
A3 549.695 € 274.848 € 606.006 €
A4 8.290.369 € 4.145.185 € 921.848 €
A5 4.318.798 € 2.159.399 € 7.434.044 €
A6 20.193.173 € 10.096.587 € 8.913.342 €
A7 1.576.193 € 788.097 € 2.745.133 €
A8 1.030.662 € 515.331 € 1.421.428 €
A9 1.734.131 € 867.066 € 2.366.773 €
A10 2.955.971 € 1.477.986 € 2.163.906 €
A11 7.219.064 € 3.609.532 € 2.570.041 €
A12 14.118.188 € 7.059.094 € 32.167 €
A13 769.218 € 384.609 € 125.143 €
A14 1.328.282 € 664.141 € 221.896 €
A15 16.854.746 € 8.427.373 € 5.969.732 €

Table 4
Definition of decision classes in terms of the ratio between
the value generated by UDAs and the total incomes.

Decision class Value/Income

Class 1 (Cl1) ≤ 10 %
Class 2 (Cl2) 10 % < x ≤ 20 %
Class 3 (Cl3) 20 % < x ≤ 30 %
Class 4 (Cl4) x > 30 %

A. Oppio, et al. Land Use Policy 96 (2020) 104678
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concerning both the overall value generated by the urban transforma-
tions and sustainable growth objectives, when they enter into nego-
tiation with the private parties.
To support the definition of the agreements, according to the ana-

lysis of the UDAs’ main features and to the value they generate, four
preference ordered classes have been specified. These decision classes
have been defined by considering the incidence of each UDA Value on
the total amount of potential revenues with the value captured by
public administrations being a part of it (see Table 4). In particular, the
worst (Cl1) and the best (Cl4) classes correspond to, respectively, at most
10 % and more than 30 % of the ratio between UDA’s value and total
potential revenues from the urban development. Such a discretization
has been approved by the urban planning experts and regional dele-
gates involved in the case study.
Within the framework of DRSA, the performances of 15 concluded

(training) UDAs on the respective attributes or criteria (see Table 5)
along with the assigned decision classes formed an input data set. It was
analyzed to derive structured knowledge that has been subsequently
used for the holistic evaluation (i.e., deriving class assignments) of 10
on-going UDAs, whose performances are given in Table 6.
From the performance matrices for the two groups of UDAs, it is

possible to draw some preliminary conclusions. As far as Accessibility
(A1) is concerned, both the concluded and on-going UDAs obtained
relatively high evaluations. When it comes to the Development site
(A2), the concluded UDAs are mainly characterized by industrial
brownfields, while the on-going ones by urban brownfields. About the
Institutional context, both groups of UDAs involve private developers
(B1) and refer to private areas. In general, the negotiation takes place
between two private developers (C1) and two public stakeholders (C2).
The percentage of commercial function (D1) exceeds, in a few cases, 20
%, whereas the project size (D2) differs significantly from one UDA to
another. High variability of performances is also typical for the
Investment value (E1), where the minimal and maximal development
costs are around 3 million (see A13 and A14) and 1 billion (see CS6),
respectively. When it comes to the Real-estate market potential (E2),
the concluded UDAs obtained on average high evaluation, while the on-
going UDAs attained both low and high performances. As far as the
Development potential (E3) is concerned, in the concluded UDAs both
positive and negative performances are present, while for the on-going
ones rather positive evaluations are observed. Such a high variability of
performances for most of the attributes and criteria used to characterize

the two groups of UDAs confirms the complexity of negotiations, which
are generally run without any decision support system aimed to mini-
mize the discretion of the choices.

4.4. Learning process

The analysis of classification provided for the concluded UDAs starts
with the consistency check and computation of the approximations of
class unions. Since four preference ordered classes are considered (Cl1,
Cl2,Cl3, andCl4), the following six unions are relevant: upward unions –
Cl2 , Cl3 , and Cl4 , and downward unions – Cl1 , Cl2 , and Cl3 . The
consistency check indicates that there is no UDA from a worse class that
would dominate in terms of G

I any UDA from a better class. This, in
turn, implies that the lower and upper approximations of all unions are
equal, and composed of UDAs assigned to the class contained in a given
union (see Table 7). For example, the approximations of union Cl2
contain all reference UDAs assigned to either Cl1 or Cl2.
The absence of inconsistencies in the analyzed information table

implies the perfect quality of approximation of classification (i.e.,
=Cl( ) 1G ). This means that for all reference UDAs there is no reason to

contest the assigned class at least concerning its consistency with G
I ,

and the constructed set of criteria and attributes is capable of fully
explaining these assignments. Such a unitary quality of approximation
can be also treated as a confirmation of the appropriate problem for-
mulation, including construction of both a family of relevant attributes
and a database with UDAs’ performances.
The perfect quality of approximation of classification is also main-

tained when reducing a set of criteria in different ways. In Table 8, we
present 21 different reducts that were identified for the analyzed in-
formation table. For example, when considering only D1, D2, and E1
(denoted as reduct RED1), the quality of approximation would be pre-
served, which indicates that these three attributes can be used to dis-
tinguish the assignment of all 15 reference UDAs among the classes. The
cardinalities of reducts range between 3 and 6.
Each reduct speaks in favor of the discriminatory role played by the

attributes contained in it. The statistics concerning the numbers of
various attributes appearing in 21 reducts differ vastly. More specifi-
cally, these numbers are as follows: A1−5, A2−14, B1−7, B2−6,
C1−11, C2−1, D1−9, D2−10, E1−11, E2−8, and E3−13.
Consequently, A2 (development site), E3 (development potential), E1
(investment value) and C1 (number of private developers) can be

Table 7
Approximations of the downward and upward class unions.

Class union Alternatives Class union Alternatives

Cl2 A4 A6 A11 A12 A14 A2 A13 A15 A3 A5 A7 A10 Cl1 A1 A8 A9

Cl3 A4 A6 A11 A12 A14 A2 A13 A15 Cl2 A1 A8 A9 A3 A5 A7 A10

Cl4 A4 A6 A11 A12 A14 Cl3 A1 A8 A9 A3 A5 A7 A10 A2 A13 A15

Table 8
All reducts constructed for the information table analyzed within the case study, mean absolute errors and respective weights assigned to the sets of decision rules
based on the corresponding reducts.

Reduct Attributes MAE Weight Reduct Attributes MAE Weight

RED1 D1 D2 E1 1.167 0.857 RED12 A1 C1 E2 E3 A2 1.011 0.989
RED2 D2 E1 E2 0.944 1.058 RED13 D1 D2 E3 A2 1.111 0.900
RED3 A1 D2 E1 E3 1.433 0.697 RED14 D2 E1 E3 B1 1.511 0.661
RED4 B2 C1 E3 A2 1.467 0.681 RED15 D2 E2 E3 A2 0.800 1.250
RED5 B2 D2 E1 E3 1.311 0.762 RED16 C1 D1 E1 A2 B1 1.100 0.909
RED6 A1 C1 D1 E1 A2 1.133 0.882 RED17 B2 C2 D1 D2 E3 B1 1.144 0.873
RED7 B2 C1 D1 E1 A2 1.167 0.857 RED18 C1 D1 E3 A2 B1 1.044 0.957
RED8 B2 D2 E3 A2 1.378 0.725 RED19 C1 E1 E2 A2 B1 0.800 1.250
RED9 A1 C1 D1 E3 A2 1.100 0.909 RED20 D1 D2 E2 E3 B1 0.911 1.097
RED10 A1 C1 E1 E2 A2 0.944 1.370 RED21 C1 E2 E3 A2 B1 1.200 0.833
RED11 B2 C1 E1 E2 A2 1.067 0.937
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considered as the most significant criteria in terms of explaining the
assignments for reference UDAs as well as finely discriminating the
choice of classes, because they appear in the greatest number of reducts.
On the contrary, A1 (accessibility) and C2 (number of public stake-
holders) can be considered as the least significant criteria as they ap-
pear in the least number of reducts.
The decision rules induced with the DOMLEM algorithm are pre-

sented in Table 9. They contain two rules for class at most Cl1, four for
class at most Cl2, four for class at most Cl3, two for class at least Cl2, five
for class at least Cl3, and four for class at least Cl4. For clarity of pre-
sentation, each rule is distinguished with a unique symbol and

additionally formulated in the natural language.
The rules are composed of the condition and decision parts. The

condition part refers to the conjunction of the values on nominal at-
tributes and/or the requirements concerning minimal or maximal per-
formances on the criteria with preference directions. The number of
conditions contained in different rules ranges from one (see, e.g., rule
r1

2) to three (see, e.g., rule r2
1). The induced rules are minimal in a

sense that they only contain conditions, which are sufficient to explain
a decision (hence not containing any redundant condition). In Table 9,
we also provide a subset of reference UDAs, which support each rule.
Some rules (e.g., r2

1 or r3
2) are rather peculiar, being supported by few

Table 9
Decision rules induced with DOMLEM for the case study.

Symbol Rule syntax / Interpretation of rule in the natural language Supported alternatives

Rules for class at most Cl1
r1

1 if A2=mixed and D1 5.0 then Cl1 A8 A9

if the development site is mixed and functional program is at most 5% then class at most Cl1
r2

1 if A2=industrial brownfield and C1 1.0 and E1 16897945.17 then Cl1 A1
if the development site is industrial brownfield and the number of private developers is at most 1 and investment value is at least
16897945.17 Euro then class at most Cl1

Rules for class at most Cl2
r1

2 if A2=industrial brownfield and C1 1.0 then Cl2 A1 A3 A7

if the development site is industrial brownfield and the number of private developers is at most 1 then class at most Cl2
r2

2 if A1 medium and A2=greenfield then Cl2 A10

if accessibility is at most medium and development site is greenfield then class at most Cl2
r3

2 if A2=industrial brownfield and C1 2.0 and E1 23105833.14 then Cl2 A5
if the development site is industrial brownfield and the number of private developers is at most 2 and investment value is at least
23105833.14 Euro then class at most Cl2

r4
2 if A2=mixed and D1 5.0 then Cl1 A8 A9

if the development site is mixed and functional program is at most 5% then class at most Cl2
Rules for class at most Cl3
r1

3 if D1 5.0 then Cl3 A1 A8 A9 A7 A10 A13 A15

if functional program is at most 5% then class at most Cl3
r2

3 if C1 2.0 and E1 45653653.08 then Cl3 A5 A15

if the number of private developers is at most 2 and investment value is at least 45653653.08 Euro then class at most Cl3
r3

3 if A2=urban brownfield and C1 1.0 and E1 17369295.78 then Cl3 A2

if the development site is urban brownfield and the number of private developers is at most 1 and investment value is at least
17369295.78 Euro then class at most Cl3

r4
3 if A2=industrial brownfield and C1 1.0 then Cl3 A1 A3 A7

if the development site is industrial brownfield and the number of private developers is at most 1 then class at most Cl3
Rules for class at least Cl2
r1

2 if D1 7.0 then Cl2 A3 A5 A2 A4 A6 A11 A12 A14

if the functional program is at least 7% then class at least Cl2
r2

2 if E1 12239411.22 then Cl2 A3 A7 A13 A14

if investment value is at most 12239411.22 Euro then class at least Cl2
r3

2 if A2=greenfield then Cl2 A10 A15

if the development site is greenfield then class at least Cl2
Rules for class at least Cl3
r1

3 if A2=urban brownfield then Cl3 A2 A14 A11 A14

if the development site is urban brownfield then class at least Cl3
r2

3 if A1 high and A2=greenfield then Cl3 A15

if accessibility is high and development site is greenfield then class at least Cl3
r3

3 if C1 3.0 then Cl3 A6

if the number of private developers is at least 3 then class at least Cl3
r4

3 if C1 2.0 and E1 22139938.69 then Cl3 A4 A11

if the number of private developers is at least 2 and investment value is at most 22139938.69 Euro then class at least Cl3
r5

3 if A2=mixed and D1 7.0 then Cl3 A12

if the development site is mixed and functional program is at least 7% then class at least Cl3
Rules for class at least Cl4

r1
4 if C1 2.0 and E1 22139938.69 then Cl4 A4 A11

if the number of private developers is at least 2 and investment value is at most 22139938.69 Euro then class at least Cl4

r2
4 if A2=mixed and D1 7.0 then Cl4 A12

if the development site is mixed and functional program is at least 7% then class at least Cl4

r3
4 if A1 medium and E1 3428215.04 then Cl4 A14

if accessibility is at least medium and investment value is at most 3428215.04 Euro then class at least Cl4

r4
4 if C1 3.0 then Cl4 A6

if the number of private developers is at least 3 then class at least Cl4
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alternatives, whereas other rules (e.g., r1
3 or r1

3) generalize the char-
acteristics of a given class union better, covering numerous reference
UDAs. Let us explicitly recall some peculiarities captured with the in-
duced rules covering the greatest number of UDAs induced from each
downward class union:

• rule r1
1 shows that for 67 % of UDAs assigned to class Cl1 the de-

velopment site was mixed and the functional program was limited to
few percent;
• rule r1

2 reveals that for 3 out of 7 UDAs evaluated as at most Cl2 the
development site was industrial brownfield and the number of pri-
vate developers was not greater than one;
• rule r1

3 indicates that for 70 % of UDAs not assigned to the most
preferred class Cl4 the functional program was limited to at most
5%.

In general, the rules convey useful knowledge as they highlight the
conditions that might have implied the success or failure of some UDAs.
When applied to a set of 15 reference UDAs, these rules reproduce all
pre-defined class assignments, hence attaining perfect classification
accuracy on the learning set. Moreover, the inferred set of rules was
directly analyzed by the Italian urban planning experts involved in the
case study. These experts comprehensively validated the set and con-
firmed its soundness. In this view, the inferred rules pose a basis for the
comprehensive assessment of UDAs, which have not been yet con-
cluded.

Table 10
Classification results for the on-going (testing) Urban Development Agreements.

Net scores

Alternative Cl1 Cl2 Cl3 Cl4 Matching rules Recommended class

CS1 0.0952 −0.416 −0.137 −0.649 r2
2, r1

1, r4
2, r1

3 Cl1
CS2 −0.071 −0.250 0.272 −0.566 r2

2, r1
3, r1

3 Cl3
CS3 0.333 0.111 −0.423 −0.900 r2

1, r1
2, r3

2, r1
3, r2

3, r4
3 Cl1

CS4 −0.666 0.000 −0.158 0.625 r1
2, r3

3, r4
4 Cl4

CS5 −0.750 −0.388 0.300 0.255 r1
2, r1

3, r2
3, r3

3 Cl3
CS6 −0.166 −0.250 0.272 −0.700 r1

3, r1
3, r2

3, r3
3 Cl3

CS7 −0.750 −0.388 0.300 0.355 r1
2, r1

3, r2
3 Cl4

CS8 0.261 0.142 0.047 −0.700 r3
2, r2

2, r1
3 Cl1

CS9 0.083 0.229 −0.571 −0.400 r2
1, r1

2, r3
2, r4

3 Cl2
CS10 −0.555 0.225 −0.395 0.325 r1

2, r1
2, r4

3 Cl4

Table 11
Results of robustness analysis conducted with 21 different sets of rules.

Weighted Class Acceptability Indices (in %)

Alternative Cl1 Cl2 Cl3 Cl4 Robust
assignment

CS1 53.66 22.27 3.85 20.21 Cl1
CS2 22.00 12.63 61.79 3.58 Cl3
CS3 74.43 25.57 0.00 0.00 Cl1
CS4 0.00 39.81 9.64 50.55 Cl4
CS5 0.00 4.68 55.78 39.54 Cl3
CS6 22.00 4.68 52.95 20.37 Cl3
CS7 0.00 7.80 13.55 78.65 Cl4
CS8 41.88 39.59 8.89 9.64 Cl1
CS9 49.58 27.17 0.00 23.26 Cl1
CS10 37.50 34.66 0.00 27.84 Cl1

Fig. 4. Robustness of the class assignments.
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4.5. Application of decision rules

The decision model formed by the rules presented in Table 9 can
support the assessment of on-going UDAs. In Table 10, we present the
classification results for 10 non-reference UDAs, including the rules
matching a particular UDA, the net scores supporting its assignments to
different classes as well as the recommended class. The assignment
suggested by the new classification scheme depends on the decision
recommended by the matching rules as well as the assignment of re-
ference UDAs that support these rules.
For some non-reference UDAs, there is a prevailing score for a single

class (see, e.g., CS2, CS4 or CS6). In particular, CS2 is covered by the
rules suggesting the assignment to class at least Cl2 (r2

2), at least Cl3
(r1

3), and at mostCl3 (r1
3), which are mostly supported by the reference

UDAs from class Cl3. In this perspective, both the greatest score for the
recommended classCl3 and the negative scores for the remaining classes
can be easily justified. On the contrary, for some other UDAs, the highly
positive scores are observed for more classes. For example, the assign-
ments suggested for CS7 indicate class at leastCl2 (r1

2), at leastCl3 (r1
3),

and at most Cl3 (r2
3), but the greatest scores are observed for Cl3 and

Cl4. The latter can be explained by referring to many reference alter-
natives from Cl4 supporting r1

2 and r1
3, i.e., two out of three rules

employed for deriving the classification for CS7. Overall, three UDAs
(CS1, CS3, and CS8) are assigned to Cl1, one (CS9) to Cl2, three (CS2,
CS5, and CS6) to Cl3, and three (CS4, CS7, and CS10) to Cl4.
To verify the assignment suggested by a set of rules constructed with

the DOMLEM algorithm against the recommendation that can be ob-
tained for other sets of rules induced from the same set of reference
UDAs, we conducted a robustness analysis. Specifically, we induced 21
minimal sets of rules, each referring to the attributes contained in a
unique reduct. Moreover, we validated a predictive ability for the set of
rules based on different reducts by performing a leave-one-out cross-
validation on a set of 15 reference UDAs (A1-A15). In particular, the
results for each reduct were averaged over 15 independent runs. In each
run, a subset of 14 UDAs served as a knowledge base for induction of
decision rules and the classification obtained with this set for a single
UDA was compared with its pre-defined assignment. The MAEs for the
sets of rules based on different reducts are presented in Table 8. The
best results were obtained with the sets of rules based on RED15={D2,
E2, E3, A2} and RED19={C1, E1, E2, A2, B1}, whereas the worst per-
formance was observed for the sets of rules based on RED14={D2, E1,
E3, B1} and RED4={B2, C1, E3, A2}. Such outcomes can be interpreted
in terms of the potential of the sets of rules based on particular reducts
to suggest a correct classification.
The 21 minimal sets of rules based on the attributes and criteria

contained in all unique reducts are presented in the supplementary
material available as an e-Appendix. Since the assignments for all 15
reference UDAs were used in the rule induction phase, each of these sets
of rules perfectly reproduces all pre-defined classification examples,
hence attaining a classification accuracy equal to one when applied on
the learning set.
For each non-reference UDA, we determined the classes re-

commended with different rule sets using the same algorithm and
verified the spaces of agreement and disagreement between these re-
commendations. Moreover, when computing WCAIs, we accounted for
the weights equal to be the reciprocals of respectiveMAEs (see Table 8).
In this way, the sets of rules that proved to perform better in the leave-
one-out cross-validation had a greater impact on the final re-
commendation derived for the non-reference UDAs. For example, the
weights assigned to a recommendation suggested by the sets of rules
based on RED15 and RED19 were almost twice as great as the weight
associated with the set of rules based on RED15 (1.250 vs. 0.661).
Overall, WCAIs quantify the strength of considered sets of rules

recommending a certain class for a given alternative. These indices are
presented in Table 11 along with the class having the greatest support
in terms of WCAI . Specifically, for CS2 – 11 out of 21 sets of rules

indicate Cl3, 4 sets suggest either Cl1 or Cl2, and 2 sets recommend Cl4.
Hence, the non-weighted class acceptability indices for CS2 would be as
follows: = =CAI (CS2, 1) 19.05%4

21 , = =CAI (CS2, 2) 19.05%4
21 ,

= =CAI (CS2, 3) 52.38%11
21 , and = =CAI (CS2, 4) 9.52%2

21 . However,
when accounting for the weights associated with different sets of rules,
the support given to the assignment of CS2 to Cl3
( =WCAI (CS2, 3) 61.79%) or Cl1 ( =WCAI (CS2, 1) 22%) gets higher at
the cost of lowering the support for the assignments of CS2 to Cl2
( =WCAI (CS2, 2) 12.63%) or Cl4 ( =WCAI (CS2, 4) 3.58%). Note that
since the profiles of CS1 and CS9 did not match any rule in either one or
two sets of rules, the classes recommended in these cases were extra-
polated from the rules that were “nearest” to these UDAs in terms of a
valued closeness relation.
In general, there is no agreement concerning the recommended

assignment between different sets of rules relevant for our analysis (i.e.,
there is no singleWCAI equal to 100 %). However, for many UDAs, the
suggested recommendation is robust with some class being supported
by significantly more considered sets of rules (e.g.,Cl3 for CS2, CS5, and
CS6,Cl1 for CS1 and CS3,Cl4 for CS4 and CS7) (Fig. 4). On the contrary,
for some few UDAs (see, e.g., CS8 and CS10) the recommendation
quantified with WCAI s is rather conflicting. This means that their
characteristics are untypical and have some common aspects with the
reference alternatives from different classes. Overall, for 8 out of 10
non-reference UDAs, the most robust assignment (see Table 11) agrees
with the class suggested by a set of rules induced with DOMLEM. Only
for CS9 and CS10, these assignments differ. Nonetheless, the support
given to the assignments of CS9 to Cl2 and CS10 to Cl4 by different
considered sets of rules is also substantial.
Let us emphasize thatWCAI s can be used for identifying the classes

with the greatest support, but they also convey useful knowledge on the
least probable assignments. Specifically, WCAI s equal to 0% indicate
that the assignment was not supported by any set of rules. For example,
the most robust assignment for CS7 is class Cl4, there is limited support
given to the assignment to either Cl2 or Cl3, but the assignment to the
least preferred class Cl1 is excluded due to =WCAI (CS7, 1) 0%.
All results presented in this paper have been computed with the

original software implemented by the authors. Its source code written
in Java is available to other researchers on request. We also envisage a
release of the software with an intuitive user interface in the following
months.

5. Discussion and conclusions

In this paper, we considered the problem of a holistic evaluation of
Urban Development Agreements in the Lombardy Region, with the aim
to analyze their most relevant features and to identify the drivers de-
ciding upon the success of UDAs. We accounted for two subsets of
UDAs, one concluded and the other still on-going.
Firstly, we defined a set of eleven characteristics that were suitable

for describing the complexity of UDAs. They involved five dimensions
related to the urban, institutional, negotiation, development and eco-
nomic contexts. These characteristics included both criteria with pre-
ference-ordered scales as well as nominal attributes. In order to apply
such diverse scales to the various features at the same time, we suitably
adapted the traditional Dominance-based Rough Set Approach.
Moreover, we confirmed that the proposed family of criteria and at-
tributes was comprehensive given the case study under investigation.
Indeed, the quality of approximation of classification for the analyzed
datasets was equal to one, which means that the classification of all
concluded UDA could be perfectly explained while referring to their
performances on the proposed set of pertinent factors.
Secondly, by considering the training sample composed of 15 con-

cluded UDAs, the proposed approach pointed out some confirmations
regarding the factors guiding the processes of urban transformations as
well as the drivers able to influence the value generated by such
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processes. In this regard, it proved to be successful as an analytical
framework able to capture the complexity of the decision context and to
describe the most and the least important characteristics. In particular,
the results showed that the most significant criteria were the develop-
ment of the site, the development potentials, the value of the invest-
ment and the number of private developers. When considering a spe-
cific aspect of the area’s land use function, a greenfield was preferred to
an industrial field as limited investments are necessary for its reclaim.
As far as the development potential is concerned, an agreement that
offers an increase in such potential is generally more preferred. When it
comes to the number of private promoters, the involvement of a great
number of investors reduces the risk of an investment, whereas a large
number of public stakeholders could slow down the administrative-
bureaucratic process. These findings can be pinned as pertinent char-
acteristics that play a crucial role in determining the fairness and ap-
propriateness of the public-private partnership. Thus, in addition to
confirming some empirical evidence already known to the private de-
velopers and municipal administrations, the use of DRSA made it pos-
sible to identify the factors to which particular attention should be
assigned in the preventive evaluation phase of new development pro-
jects. This emphasizes the role of the proposed methodological frame-
work in supporting the negotiations between the private and public
parties helping them to focus on the essentials.
Thirdly, by analyzing the test sample consisting of the ten on-going

negotiation-testing alternatives, we revealed the potential of DRSA in
guiding the private developers in the presentation of proposals capable
of meeting the requirements that are crucial for the success of the in-
tervention programs under a cooperative negotiation perspective. In
this regard, two aspects of the proposed method proved to be of utmost
importance. On the one hand, the form of inferred decision rules was
essential for capturing structured knowledge and conveying transparent
recommendations for supporting complex decision processes. On the
other hand, the use of robustness analysis helped to validate the results
obtained from the traditional DRSA and to reduce the uncertainty re-
lated to the holistic evaluation of on-going or planned UDAs.
The results obtained with our approach can be used to lead the

parties involved into negotiations to firstly establish the business as
usual scenario that corresponds to the urban development allowed by
the local statutory plan and to focus on the economic impact of changes
to the functional program and building development potentials.
According to this perspective, it could be useful to provide the public
parties with standard development costs and market values for a wide
range of typologies of intervention and uses, to base the evaluation of
the planning gain on robust assumptions rather than on continuously
changing and subjective inputs.
The limitations of the current study indicate the most appealing

directions for future research. Specifically, we have not included the
environmental and social issues in the model although they play a
crucial role in the investment decisions and to promote sustainable
developments (Rocchi et al., 2019). The future developments should be
aimed at integrating these aspects within a triple-bottom-line approach.
This requires, however, collecting dedicated data on the environmental
and social factors, which were not available for the already concluded
UDAs. Furthermore, our learning data set consisted of only several
completed UDAs. Since this way of cooperation between the public and
the private becomes more and more relevant – which is confirmed by
the high cardinality of our testing set – the knowledge base should be
systematically updated. The model, that will be based on the analysis of
more numerous set of reference alternatives,would reflect both more
general regularities supported by a greater number of concluded UDAs
and more specific characteristics capturing the divergence between
UDAs assigned to the same decision class. Finally, the specificity of the
decision rules model consists of seeking the characteristics, which dis-
tinguish the options belonging to a given class (union) from the re-
maining alternatives. As a result, the explanation of a classification of
the reference alternatives and the recommendation for the non-

reference alternatives can be based on the performances on a subset of
few selected criteria or attributes. Although this peculiarity was found
appealing for this first case study, a different way of proceeding should
apply value or outranking-based MCDA methods. They aggregate the
performances on all rather than on only some criteria into an overall
measure of alternative’s plausibility or its holistic evaluation, which
implies that each performance does matter to some degree.
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a b s t r a c t

We propose heuristics for constructing a compromise incomplete ranking based on partial
rankings admitting incomparability. We consider the utilitarian and egalitarian perspec-
tives oriented toward minimizing an average or a maximal distance from any input rank-
ing. The proposed algorithms incorporate genetic algorithms, simulated annealing, tabu
search, local search, and intuitive, dedicated procedures. We demonstrate their efficiency
in a real-world case study concerning the ranking of insulating materials based on the con-
flicting, incomplete preferences of a few tens of Decision Makers (DMs). For each DM, we
consider a single representative ranking consistent with his/her preferences or thousands
of such rankings following incorporation of the robustness concern. The experimental com-
parison is generalized to artificially generated problems that differ in terms of the numbers
of alternatives and input rankings, and diversity levels. The results are quantified with the
quality of obtained rankings and computation time.

� 2021 Elsevier Inc. All rights reserved.

1. Introduction

Multiple Criteria Decision Aiding (MCDA) provides methods for comparing alternatives evaluated in terms of at least two,
usually conflicting, criteria [7]. These approaches incorporate the preferences of the Decision Maker (DM) to deliver a rec-
ommendation consistent with his/her value system. Typically, such a recommendation takes one of the following three
forms: indication of a subset of the most preferred alternatives, assignment of alternatives to pre-defined and ordered
classes, or ranking of alternatives from the best to the worst [7].

In multiple criteria ranking, the alternatives are compared against each other, and the results depend on relative rather
than absolute evaluations [26]. In many real-world problems, one expects a complete ranking to be constructed, hence mak-
ing all pairs of alternatives comparable. This is often attained by assigning a score to each alternative. However, using a scor-
ing method is often fragile and limiting in terms of relations that can be modeled for a given pair of alternatives. For these
reasons, Roy introduced the possibility of representing incomparability [41]. It corresponds to a symmetric and non-reflexive
binary relation that is useful if no clear reasons justify either preference or indifference. When some alternatives remain
incomparable, the obtained ranking is partial or incomplete.

The incomparability relation is justified for a pair of alternatives when none of them is at least as good as the other [41].
However, an incomplete ranking delivered by the existing MCDA methods results from intersecting the complete rankings
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exploiting the DM’s preferences or some partial results in slightly different ways. For example, in ELECTRE II and III, the final
ranking is obtained by aggregating the two pre-orders derived from the downward and upward distillations [40]. These pro-
cedures exploit the matrix of a valued outranking relation by constructing the ranking in a top-down or a bottom-upmanner,
respectively. Furthermore, a ranking delivered by PROMETHEE I is obtained by aggregating the two orders imposed by the
positive and negative flows [5]. These flows quantify for each alternative its comprehensive advantage and disadvantage
compared to all remaining alternatives. Thus, a pair of alternatives is incomparable in ELECTRE III or PROMETHEE I if either
alternative proves to be more advantageous than the other in one of the two elementary rankings.

The other family of approaches that provide a partial ranking incorporates robustness analysis. For example, Preference
Programming [43], UTAGMS [23], and PROMETHEEGKS [26] exploit all (infinitely many) instances of an assumed preference
model to construct a robust ranking. These instances may be criteria weights [43], additive value functions [23], or param-
eters of outranking relations [26] consistent with the imprecise or indirect DM’s preference information. The robust ranking
is determined by the so-called preference dominance [43] or necessary preference relation [23], which needs to be unani-
mously confirmed by all compatible model instances. The incomparability in such robust rankings occurs if one alternative
is strictly preferred to the other for at least one compatible model instance, whereas for some other compatible instance, the
preference is inverse. The various MCDA methods that deliver partial rankings have been applied in multiple domains such
as management of municipal solid waste and water infrastructure [49], green supplier selection [1], school quality assess-
ment, value engineering, or performance evaluation of construction plants [45].

The applications mentioned above involved a single DM. However, the increasing complexity of multiple criteria prob-
lems implies that a group makes most decisions in firms, organizations, families, agencies, or governments. For example,
[36] considered a participative approach involving a few dozen local authorities and representatives from different commu-
nities involved in the decision-making process in the District of Turin. Furthermore, [6] faced a problem of revitalizing an
urban area in the City of Kitchener, which involved city hall representatives, residents, environmental groups, and consul-
tants collaborating to rank the possible clean-up plans. Moreover, [14] included a group of experts in transportation, envi-
ronmental engineering, landscape ecology, and operational research as well as a representative of a local government to
study the redevelopment projects for disused railways in Italy. Finally, [21] dealt with a case study where a group composed
of representatives of the purchase, production, and food safety departments of some Indian food processing company aimed
at ranking different options for organizing its supply chain.

Even though the group members face a common problem and share the responsibility, they may differ substantially in
terms of their aspirations, beliefs, value systems, interests, or vision on attaining the goals and handling the problem. These
differences are often implied by various roles played in the group by the involved stakeholders. In this perspective, Group
Decision (GD) is oriented toward supporting Decision Makers (DMs) in transforming their individual preferences into a col-
lective recommendation [28].

There exist two basic paradigms in GD for aggregating group preference, differing in terms of whether the consensus
between DMs should be reached at the input or output level [31]. On the one hand, in the input-oriented perspective, the
group is assumed to act as a unit [39]. Its members are expected to interact during a consultation process or focus group
meeting and reach a consensus on the problem setting (including sets of alternatives and criteria and performances) and
preferences. Often, the group members need to agree on the weights, thresholds, and other assumed preference model
parameters. Such an approach is applicable when differences between group members regarding their preferences are small,
or the group needs to answer collectively [31]. Nevertheless, in many real-world decision scenarios, either such an agree-
ment cannot be reached, and the collective parameters and opinion do not correspond to any individual preferences.

On the other hand, in an output-oriented approach, the group needs to agree only on the considered set of alternatives.
However, each DM can define his/her criteria and performances or express individual judgments [22]. An individual ranking
is then constructed for each DM, hence avoiding the reference to vague collective parameters or preferences. The joint rank-
ing is obtained by aggregating the personal recommendations according to some pre-defined consensus rules and account-
ing for priorities assigned to various group members [28]. The supra-DM often determines these rules and priorities. (S)he
perfectly knows the interest of an organization to implement the decision in practice and understands both how the group
was formed and what roles are played by its particular members [31].

Rank aggregation is a popular problem [48]. However, the vast majority of papers focus only on exploiting complete rank-
ings (see, e.g., [12,32]). In this paper, we focus on the aggregation of partial rankings into a collective one. Some GD systems
dealing with a similar scenario incorporate ideas and methods that originated in MCDA. In particular, [33] proposed the
GDSS PROMETHEE system, which aggregates the positive and negative flows obtained individually for each DM using PRO-
METHEE I. The aggregation is performed with a weighted sum model where weights correspond to the DMs’ priorities. Fur-
thermore, [31] developed the ELECTRE GD framework that incorporates the individual rankings derived with ELECTRE III,
constructs a collective outranking relation, and exploits it to acquire a group compromise ranking. Also, [11] proposed
the VIP-G method, which accounted for a setting with imprecise preference information of each DM being modeled with
a set of additive value functions. A collective decision (whether a range of scores or preference dominance relation) was
deemed acceptable when supported by a sufficient majority of group members. Similarly, [22] adjusted the framework of
robustness analysis to verify the stability of the necessary preference relation by introducing the level of certainty related
to the support given by the group of DMs. Specifically, a robust relation for a given pair of alternatives was deemed as
necessary-necessary or necessary-possible if it was confirmed by all or at least one group member, respectively. A compre-
hensive GD support system, called ARGOS II, was developed by [9]. It aggregates the individual rankings constructed with
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different outranking methods into a collective ordering using various procedures. The latter ones include, e.g., some social
choice functions, minimization of the number of ranking deviations, or the Euclidean distance between ranks. However, even
if this system accepts partial rankings at the input, it only offers complete rankings at the output. In the same spirit, [19] used
interval goal programming within a distance-based framework for deriving consensus ranks based on individual incomplete
patterns of preference. Conversely, [3] analyzed the partial rankings of individual DMs obtained with ELECTRE III and
selected the one which minimizes the sum of distances from all remaining rankings as the collective one. This idea was
advanced in [21] who proposed Mixed-Integer Linear Programming (MILP) for constructing a group compromise ranking
that would minimize either the sum of distance or the maximal from the partial ranking of any DM. Its usefulness was
demonstrated in the context of incomplete rankings constructed with PROMETHEE I.

The approaches mentioned above for constructing a group compromise ranking based on partial rankings of the individ-
ual DMs can be criticized for a few reasons. Firstly, even if they accept partial inputs, some do not accept incomparability at
the output, suggesting a complete ranking as the collective recommendation [9,19]. Note that incomparability is an appeal-
ing option to be considered at the method’s output if at the group level there are no convincing arguments for imposing a
weak preference relation for a given pair of alternatives (e.g., if the DMs are equally divided in support of a over b or b over a).
Secondly, some algorithms investigate the spaces of consensus and disagreement between DMs in a straightforward way by
referring to the support they give as a group to some elementary outcomes [11,22]. Although such approaches are useful for
quantifying the results of robustness analysis and supporting negotiation between DMs, they leave constructing a collective,
sufficiently decisive ranking far from being solved. Thirdly, the approaches which aim at creating a group compromise partial
ranking either exploit a limited subset of candidate solutions [3] or involve a high computational cost related to the use of
MILP [21]. Consequently, they may fail to find the optimal solution or cannot be applied to problems involving numerous
alternatives or, in the case of an egalitarian problem, many rankings to aggregate. Note that in the vast majority of problems,
sets of alternatives in MCDA consist of modestly-sized collections of choices, involving at most several dozens of alternatives.
However, the number of scenarios in which the alternatives are more numerous is growing each year (e.g., see the applica-
tions in the pharmaceutical market [34] or energy supply security [16]). In the same spirit, group decision-making problems
involving a large number of DM are becoming more and more popular, e.g., in health-related experiments, e-commerce, e-
marketplaces, and social media platforms [46]. Nevertheless, many rankings to be aggregated can also result from incorpo-
rating the robustness analysis into group decision problems with a limited number of DM. Due to accounting for uncertainty
and imperfections in the DMs’ preferences, tens or even hundreds of rankings can be consistent with the value system of
each DM, hence increasing the computational complexity of the ranking aggregation problem.

Another field dealing with ranking aggregation is Computational Social Choice Theory (CSCT) [4]. Its relations with MCDA
are very close. Many voting procedures can be applied for both aggregating rankings of various DMs in MCDA and deriving a
recommendation for multiple criteria problems when treating alternatives as candidates and criteria as voters. However, the
primary focus of CSCT has been on dealing with complete rankings, with all alternatives being fully comparable in both input
and output rankings. Recent interest in social choice has been on accounting for partial rankings interpreted as orders of sub-
sets of alternatives (without specifying the rank order for other alternatives) and top-k lists (indicating only the top-ranked
options) [37]. However, even for such inputs, the interest of CSCT has remained on computing a complete output ranking or
determining only the possible winner(s). Hence, the approach considered in this paper is more general in terms of both
accepted inputs and outputs admitting incomparability.

This paper’s main contribution consists of proposing various heuristic approaches for constructing a group compromise
incomplete ranking based on individual partial rankings. These algorithms incorporate different metaheuristics such as
genetic algorithms [18], simulated annealing [29], tabu search [17], and local search as well as intuitive, dedicated proce-
dures. Their heuristic character implies that they are applicable to large-scale problems involving numerous alternatives
and thousands of input rankings. We consider different variants of the problem. On the one hand, we aim to construct either
a utilitarian or an egalitarian ranking. The utilitarian principle asserts that the best group policy is the one that maximizes
the sum of utilities or minimizes the regret for all individuals [35,25]. Hence, the compromise utilitarian ranking minimizes
the sum of distances or an average distance from any input ranking. In turn, the egalitarian principle is equivalent to the
maxmin (or minmax) principle [35]. In this perspective, the egalitarian ranking minimizes the maximal distance from any
input ranking. On the other hand, we generalize the primary problem to account for the weights associated with each ele-
mentary ranking. This allows us to use the proposed methods when various priorities are assigned to the DMs or the same
input ranking is repeated more than once. The latter is particularly useful in the context of robustness analysis conducted
with the Monte Carlo simulations exploiting the rankings compatible with imprecise or indirect preference information
[20]. Under such a setting, instead of analyzing a single ranking associated with each DM, one accounts for multiple (possibly
hundreds or thousands) rankings following various sets of parameters consistent with the DM’s preferences affected by some
natural imperfections.

We also report the results of a case study concerning the ranking of thirteen insulating materials. They were evaluated by
thirty-eight DMs providing their individual preferences on the importance of six criteria. Such information was used in a
twofold way. We derived a precise vector of weights for each DM using the revised Simos (SRF) procedure or used its robust
counterpart incorporating the Monte Carlo simulations to sample 1000 weight vectors compatible with the ranking of cri-
teria [20]. We applied the ELECTRE III method for each weight vector to derive a partial ranking [40]. Thus obtained incom-
plete rankings formed input for the proposed algorithms. Their effectiveness is compared in terms of the quality of
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constructed group compromise utilitarian or egalitarian rankings, quantified using the average or maximal distances from
the input rankings, respectively. As a secondary metric, we also report the computation time needed for constructing a com-
promise ranking. This allows for demonstrating a trade-off between quality and time.

We generalize an experimental comparison to artificially generated rankings by studying various settings differing in
terms of the numbers of alternatives and rankings and diversity levels between the input rankings. Specifically, we consider
the scenarios in which the input rankings are i) similar, being generated from the same order through some mutations, ii)
completely random, and iii) an intermediate setting involving related rankings and a single randomly generated one.

The remainder of this paper is organized in the following way. Section 2 introduces the tackled problem and the basic
operators that are incorporated into the proposed algorithms. In Section 3, we present the algorithms for constructing an
incomplete compromise ranking. Section 4 reports the results for a case study concerning the evaluation of insulating mate-
rials. In Section 5, we discuss the outcomes of extensive experimental comparison on artificially generated test problems.
The final section concludes the paper and indicates the avenues for future research.

2. Notation and basic concepts

2.1. Problem of constructing a compromise incomplete ranking

The considered problem consists of constructing a partial compromise ranking based on the multiple input incomplete
rankings admitting incomparability of some pairs of alternatives. This can be attained by analyzing the pairwise relations
in the elementary rankings [21] rather than aggregating individual scores or flows, criteria weights, or alternatives’ perfor-
mances [31,33]. We consider a few variants of the problem, oriented toward constructing either a utlitarian or an egaliterian
ranking with respect to the input rankings. Moreover, in the utilitarian case – we can consider the weights or priorities asso-
ciated with the rankings.

Formally, we account for a set of input rankingsR ¼ R0;R00; . . . ;Rr� �
, specifying an incomplete order of n alternatives. They

should be aggregated into a single compromise ranking that may be either utilitarian RU or egalitarian RE. The compromise
utilitarian ranking minimizes the sum of distances or an average distance from any input ranking. In turn, the egalitarian
ranking minimizes the maximal distance from any input ranking. To compare the distances between incomplete rankings,
we will employ a function defined in [42]. Specifically, such a distance is a sum of elementary divergences between all pairs
of alternatives (ai; aj) in the two rankings.

For each ordered pair ai; aj
� �

of alternatives, one and only one of the following relations holds in each ranking: aiPaj (pref-
erence of ai over aj), ajPai (preference of aj over ai), aiIaj (indifference between ai and aj), or ai?aj (incomparability between ai

and aj). For the sake of convenience, we shall substitute aiPaj and ajPai with, respectively, aiP
þaj and aiP

�aj. Let R
0
ij and R00ij

indicate the relations holding between ai and aj in the rankings R0 and R00, respectively. Thus, R0ij or R00ij can be instantiated

as one of the four relations: Pþ; P�; I, or ?.

A detailed consideration of the distances d R0ij;R
00
ij

� �
between R0ij and R00ij was presented in [42]. Specifically, a distance

matrix for the preference, indifference, and incomparability relations was justified by a set of axioms, logical and significance
conditions. In what follows, we list these points. For their detailed justification and underlying discussion, the readers are

referred to [42]. On the one hand, to be a distance, d R0ij;R
00
ij

� �
has to verify the following three axioms:

� the distance is zero if the two relations are the same (i.e., d R0ij;R
00
ij

� �
¼ 0 if and only if R0ij ¼ R00ij for R0ij;R

00
ij 2 Pþ; P�; I; ?

� �
);

otherwise, the distance should be positive i.e., d R0ij;R
00
ij

� �
> 0 if and only if R0ij – R00ij);

� the distance matrix is symmetric, i.e., d R0ij;R
00
ij

� �
¼ d R00ij;R

0
ij

� �
for R0ij;R

00
ij 2 Pþ; P�; I; ?

� �
;

� the triangular inequaility is satisfied, i.e., d R0ij;R
00
ij

� �
þ d R00ij;R

000
ij

� �
P d R0ij;R

000
ij

� �
.

On the other hand, the following consistency and significance conditions should be satisfied:

� the distance between Pþ or P� and I or ? should be the same, i.e., d Pþ; I
� � ¼ d P�; Ið Þ and d Pþ; ?

� � ¼ d P�; ?ð Þ;
� the contradiction between Pþ and P� in two different preorders is not smaller that the sum of contradictions between Pþ

and I as well as I and P�, i.e., d Pþ; P�
� �

P d Pþ; I
� �þ d I; P�ð Þ;

� the contradiction between Pþ and P� in two different preorders is not smaller that the contradiction between Pþ and ?,
which, in turn, is not smaller than the contradiction between Pþ and I, i.e., d Pþ; P�

� �
P d Pþ; ?

� �
P d Pþ; I

� �
.

The joint consideration of all these requirements led to the definition of distances presented in Table 1. A general result in
[42] left some domain of variation for d ?; Ið Þ ¼ x and d Pþ; ?

� � ¼ d P�; ?ð Þ ¼ y. Specifically, they can take values in the feasible
space presented in Fig. 1. After a detailed consideration and introducing some additional restrictions, it was suggested that a
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central point of the feasible domain, denoted by M in Fig. 1, corresponds to the finally adopted solution. Hence, in what fol-
lows, we will assume that x ¼ 2 and y ¼ 3. Nevertheless, for illustrative purposes, we will also consider some other feasible
distances (i.e., realizations of x and y) to verify their impact on the final results.

The comprehensive distance between two rankings R0 and R00 that can be decomposed into relations R0ij and R00ij, respec-

tively, for all pairs of alternatives ai; aj 2 A, such that i < j (e.g., R0 ¼ R0ij
n

for ai; aj 2 A; i < jgÞ, can be computed as follows

[42]:
P

i;j i<jd R0ij;R
00
ij

� �
.

When it comes to the aggregation of different rankings, utilitarianism postulates that the collective decision should max-
imize the sum of individuals’ utilities in the same way as it is rational for an individual to maximize his/her utility. It has
been advocated by philosophers going back to Bentham and Harsanyi [24], as it allows maximizing the total satisfaction
of individuals in the group. This idea can be implemented in the context of ranking aggregation by constructing a compro-
mise utilitarian ranking RU that minimizes an average distance from the DMs’ individual rankings [21]:

X
R2R

1
j R j

X
i;j i<j

d RU
ij ;Rij

� �
:

Furthermore, in case weight wR is assigned to each ranking R 2 R, we account for the following function:

X
R2R

1
j R jwR

X
i;j i<j

d RU
ij ;Rij

� �
:

Let us emphasize that weights wR;R 2 R, do not have to sum up to one. For example, they can reflect the numbers of DMs
supporting the same ranking. Overall, the utilitarian compromise will expose the elements supported by a large share of
DMs, being close to the center mass of all DMs’ rankings. Thus, it potentially leads to a solution that is highly acceptable
for the majority of DMs, possibly neglecting the opinion of radical or outlying ones.

In turn, egalitarianism is one of the essential concepts of justice in social and political thought [35]. It postulates that a
collective decision should distribute the available ‘‘good” in such a way that all the individuals end up enjoying equal ben-
efits. Although there exist various theories of egalitarianism that differ in terms of how the ‘‘good” is to be equalized, we
implement the ‘‘Difference Principle” postulated by Rawls [38]. According to it, the priority should be given to the worst-
off individuals, which can be implemented by maximizing the most unfortunate individuals’ utility. In the context of ranking

Table 1
Definition of distances d R0ij;R

00
ij

� �
between different pairs of relations [42].

R0ij=R
00
ij aiP

þaj aiP
�aj aiIaj ai?aj

aiP
þaj 0 4 2 y (3)

aiP
�aj 4 0 2 y (3)

aiIaj 2 2 0 x (2)
ai?aj y (3) y (3) x (2) 0

Fig. 1. A domain of variation of distance: d ?; Ið Þ ¼ x and d Pþ;R
� � ¼ d P�;Rð Þ ¼ y according to the analysis presented in [42].
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aggregation, this leads to the minimax principle, i.e., constructing a compromise egalitarian ranking RE minimizing the max-
imal distance from any DM’s ranking, i.e. [21]:

maxR2R
X
i;j i<j

d RE
ij;Rij

� �( )
:

According to [10], the egalitarian perspective is the most useful when groups are heavily polarised, ensuring that the dis-
tribution of satisfaction is not too uneven. In this perspective, the egalitarian ranking does not neglect anyone’s view-
points, potentially leading to a solution that is acceptable, to some degree, by everyone, while not entirely satisfying
any DM.

To quantify the quality of a given ranking, the values of the above objective functions will be interpreted as a fitness of the
ranking. Hence whenever referring to the concept of fitness in the remainder of the paper, we mean either an average or a
maximal distance to any input ranking in R when dealing with the construction of the utilitarian or egalitarian ranking,
respectively.

2.2. Representation of rankings

In all algorithms, ranking R 2 R concerning n alternatives is represented as matrix MR of size n� n. For each ordered pair
of alternatives (ai; aj), 1 6 i; j 6 n, one of the following relations Pþ; P�; I; ?

� �
is stored in the respective cell. In addition, since

Pþ and P� are inverse, we haveMR
ij ¼ Pþ whenMR

ji ¼ P�. Furthermore, an indifference relation is reflexive and symmetric, and

thus MR
ij ¼ I implies MR

ji ¼ I, and MR
ii ¼ I. Finally, since incomparability is also symmetric, MR

ij ¼ ? implies MR
ji ¼ ?.

2.3. Repairing the incomplete ranking

When considering an incomplete ranking, a weak preference relation needs to be transitive. That is, for all triples of
alternatives ai; aj; ak

� �
, if ai is at least as good as aj and aj is not worse than ak, then also ai needs to be weakly preferred

to ak. The incorporated matrix representation does not guarantee such a property. The proposed heuristic approaches for
constructing a compromise ranking will iteratively improve some (pool of) solutions. For this reason, the solutions stored
in the form of a matrix of relations that do not correspond to a valid ranking need to be fixed to satisfy the transitivity
requirement.

The repairing method should be efficient to not significantly affect the algorithms’ computation time. Thus, we use a Net
Flow Score (NFS) procedure [5]. On the one hand, the positive flow of a given alternative is equal to the number of alterna-
tives over which it is preferred. On the other hand, its negative flow corresponds to the number of alternatives that are pre-
ferred to it. When considering a pair of alternatives (ai; aj) and their positive (aþi and aþj ) and negative (a�i and a�j ) flows, the
relation between ai and aj in the repaired ranking can be established in the following way:

� aiP
þaj () aþi P aþj ^ a�i < a�j

� �
_ aþi > aþj ^ a�i 6 a�j
� �

,

� aiP
�aj () aþi 6 aþj ^ a�i > a�j

� �
_ aþi < aþj ^ a�i P a�j
� �

,

� aiIaj () aþi ¼ aþj ^ a�i ¼ a�j ,

� ai?aj; otherwise.

Whenever a random ranking needs to be created, we fill a matrix of a desired size with the randomly selected relations. We
then apply the above NFS procedure to fix it, hence forming a proper incomplete ranking adhering to the weak preference
relation’s transitivity.

2.4. Definition of neighborhood

To enable searching the space around a given ranking (e.g., through mutating it within the genetic algorithm) or to gen-
erate some test instances, we need to define a neighborhood of a given incomplete ranking. For this purpose, we tested the
following three definitions of the neighborhood:

[N-I.] Changing a relation for a pair of alternatives ai and aj.
[N-II.] Swapping two alternatives ai and aj if they are not indifferent.
[N-III.] Swapping two alternatives ai and aj as in N-II or changing the relation between them in the following way:
– Set two alternatives incomparable only if initially, they were indifferent (compare Fig. 2a and b). To maintain the weak

preference relation’s transitivity, all alternatives formerly indifferent with aj remain indifferent with aj, thus becoming
incomparable with ai.
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– Set one alternative preferred over the other only if they were indifferent (compare Fig. 2a and c). All alternatives indif-
ferent with aj remain indifferent with aj. Thus, a preference or an inverse preference relation is imposed between these
alternatives and ai.

– Set two alternatives ai and aj indifferent only if one of them was directly preferred over the other (i.e., there was no
alternative ak such that aiRak ^ akRaj; R 2 Pþ; P�

� �
(compare Fig. 2a and d). In addition, ai will acquire the relation

when compared with all other alternatives indifferent to aj.

Three possible definitions of the neighborhood have been tested to measure an average distance between neighbors, an aver-
age distance in fitnesses between neighbors, and an average neighborhood size. To select the most favorable definition for
the purpose of further analysis, we employed the following testing procedure:

� To simulate the input rankings to be aggregated, 10 sets were picked randomly, each consisting of 20 rankings.
� 500 rankings were generated randomly, and their full neighborhood was generated to find an average distance between
neighbors and an average difference in fitnesses between them, where fitness was defined as an average distance of a
given ranking and each pre-order from an input set of rankings.
� This procedure was repeated for different numbers of alternatives n ranging from 15 to 35 with a step of 5.

The results are shown in Table 2. Application of neighborhood N-I may result in invalid solutions, which have to be repaired.
This may make them very different from the original ranking, increasing both an average distance between neighbors and an
average difference in fitness. However, these measures should be relatively small for a favorable definition of neighborhood.
The remaining two definitions (N-II and N-III) attain acceptable results in these regards. In N-II, the structure of a ranking
remains the same. Thus when starting from a given point, only a subset of all possible solutions can be achieved. It is impos-
sible to attain ranking with, e.g., a larger number of preferences at the cost of incomparability. Because of that N-III will be
applied in further studies. In what follows, mutating ranking R, i.e., picking a solution from the neighborhood N-III of R, will
be denoted as an application of function mutate Rð Þ.

Fig. 2. Possible transformations of an original ranking into the neighboring rankings according to three different definitions of neighborhood.
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2.5. Recombination of rankings

Genetic algorithms make use of the recombination operator. We tested various cross-over schemes, and in this section,
we discuss two of them:

[R-I.] For each ordered pair of alternatives, pick a relation from one of the parents randomly.
[R-II.] Get rid of incomparability from both parent rankings by replacing it with a preference relation respecting the

ascending order of indices in one parent and the descending order of indices in the other parent (see Fig. 4). Then,
find an intersection of the two matrices R0 and R00 representing the combined rankings in the following way:

– aiP
þaj () aiP

þ
R0aj _ aiIR0aj

� � ^ aiP
þ
R00aj _ aiIR00aj

� � ^ aiP
þ
R0aj _ aiP

þ
R00aj

� �
,

– aiP
�aj () ajP

þ
R0ai _ ajIR0ai

� � ^ ajP
þ
R00ai _ ajIR00ai

� � ^ ajP
þ
R0ai _ ajP

þ
R00ai

� �
,

– aiIaj () aiIR0aj ^ aiIR00aj
� �

,
– ai?aj; otherwise.

These approaches were tested by generating 1000 random rankings, which played the role of a single parent. The other par-
ent was obtained by applying a mutation operation an arbitrary number of times to this first parent. This allowed us to attain
a diversity of similarities between these two parents. The child was generated by using a cross-over operation, and an aver-
age distance between child and parents was calculated. Recombination R-I was very likely to generate invalid solutions,
which had to be repaired using the procedure introduced in Section 2.3. This often resulted in rankings that were distant
from the original ones. In turn, recombination R-II always returned a valid ranking. Analysis of the obtained results, which
are presented in Fig. 3, leads to the conclusion that the child obtained through the application of R-II is usually nearly a linear
combination of its parents. Due to these favorable properties, we decided to use it in the proposed algorithms. In what fol-
lows, recombining solutions R0 and R00, i.e., applying recombination operator R-II to rankings R0 and R00, will be denoted as an
application of function recombination R0; R00

� �
.

Table 2
Experimental results concerning the properties of different definitions of neighborhood.

Measure Neighborhood n ¼ 15 n ¼ 20 n ¼ 25 n ¼ 30 n ¼ 35

Average distance between neighbors N � I 406:50 737:14 1159:03 1692:3 2292:06
N � II 80:95 110:92 140:64 170:46 201:21
N � III 61:73 84:85 107:95 131:17 155:2

Average difference in fitnesses N � I 744:69 1348:17 2250:66 3473:39 5361:11
N � II 73:82 91:81 116:17 130:32 148:92
N � III 111:33 135:96 167:67 196:38 220:04

Size N � I 315 570 900 1305 1785
N � II 102:86 187:94 298:0 432:93 593
N � III 184:83 329:56 514:42 738:2 1000:3

Fig. 3. Distance between parents and their child as a function of a distance between parents for a pair of tested recombination operators.

G. Miebs and Miłosz Kadziński Information Sciences 560 (2021) 107–136

114



3. Methods for constructing a compromise ranking

In this section, we present ten algorithms for constructing a compromise incomplete ranking based on a set of partial
input rankings. These approaches either implement some dedicated heuristic procedures or adapt some metaheuristics to
the tackled problem.

3.1. Heuristics based on Net Flow Score

The Net Flow Score procedure introduced in Section 2.3 can serve as the basis for heuristics constructing a compromise
ranking. For this purpose, one needs to find support for different relations while accounting for weights wR associated with
the input rankings. The first method denoted as NFS-I, iterates over all input ranking and quantifies the positive flow aþi of ai

as the number of alternatives which ai is either preferred to or indifferent with, multiplied by the weight wR of a given
ranking:

aþi ¼
X
R2R

X
j¼1;...;n;j–i: aiP

þajð Þ_ aiIajð Þ
wR:

In turn, the negative flow a�i of ai is computed analogously by taking into account the number of alternatives which are pre-
ferred to ai or indifferent with ai:

a�i ¼
X
R2R

X
j¼1;...;n;j–i: ajP

þaið Þ_ aiIajð Þ
wR:

The other variant of the NFS procedure, denoted as NFS-II, computes the scores similarly by assigning different strengths
to the observed relations. In particular, in case ai is preferred to aj, the score is multiplied by the number f i; j;Rð Þ of alterna-
tives that ai is preferred to and which are preferred to aj. They can be seen as the number of alternatives ‘‘between” ai and aj

in ranking R. When ai and aj are incomparable or indifference, the score is multiplied by weights w? and wI , respectively. The
positive and negative flows are computed in the following way:

Fig. 4. Steps of recombination operator R-II.
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aþi ¼
X
R2R

X
j¼1;...;n;j–i: aiP

þajð Þ
wR � f i; j;Rð Þ þ

X
j¼1;...;n;j–i: ai?ajð Þ

wR �w? þ
X

j¼1;...;n;j–i: aiIajð Þ
wR �wI

2
64

3
75;

a�i ¼
X
R2R

X
j¼1;...;n;j–i: ajP

þaið Þ
wR � f j; i;Rð Þ þ

X
j¼1;...;n;j–i: ai?ajð Þ

wR �w? þ
X

j¼1;...;n;j–i: aiIajð Þ
wR �wI

2
64

3
75:

Having experimentally studied different values ofw? and wI , we concluded that the best results are obtained whenw? is very
large and wI is very small. For each weight, we tested the following values 0;1;n=3;n=2;n½ �. Based on the performed exper-
iments, we determined the best parameter values: w? ¼ n=2 and wI ¼ 0. The relations in the compromise ranking con-
structed with both NFS-I and NFS-II are established based on the positive and negative flows, as discussed in Section 2.3.

3.2. Genetic algorithm

The genetic algorithms evolve a population of solutions in a way that mimics the process of natural evolution. The solu-
tions (in our case, rankings) are modified using operators such as mutation and recombination, and the fittest ones survive to
the next generation [18]. Such algorithms becomemore and more popular in MCDA, mainly to solve Multiple Objective Opti-
mization problems and learn preferences from large sets of decision examples [13]. For the tackled problem of constructing a
compromise ranking, a general scheme of the implemented genetic approach is presented as Algorithm 1. In what follows,
we discuss its main steps.

Algorithm 1. General scheme of the implemented genetic algorithm

1: iter  0; populationSize 150
2: population startPopulation populationSizeð Þ 3: while iter 6 250 do
4: iter þþ
5: count ¼ findModeFrequency populationð Þ
6: p count

populationSize

� �0:5

7: for i ¼ 0; i < populationSize; iþþ do
8: if randomðÞ < p then
9: r  mutate tournament population;2ð Þð Þ
10: else
11: r  recombination tournament population;2ð Þ; tournament population;2ð Þð Þ
12: end if
13: population reverseTournament population;2ð Þ½ �  r
14: if r:fitness < best:fitness then
15: iter  0; best  r 16: end if
17: end for
18: end while

A starting population (see the startPopulation function) is generated by including the input rankings, rankings derived
from the NFS-based methods, and rankings where all alternatives are incomparable. Also, some random rankings are added
to obtain a population with the desired size. By default, we use a size of 150, but if the number of rankings to be aggregated
was larger, this size would be suitably increased.

We use a steady state version of the genetic algorithm. Thus, in every generation, only a single new solution is created by
a mutation of one solution (see function mutate) or cross-over of two solutions (see function recombination) [44]. The prob-
ability of mutation is equal to the square root of a ratio of solutions with the most frequent fitness. The latter – determined
with the findModeFrequency function – is used as a measure of the diversity of a population, which helps avoid premature
convergence. For example, if the fitnesses of solutions are 4;5;3;4;5;4f g, then the most frequent fitness is 4, and it appears
3 times. Thus, this ratio is equal to 3

6 ¼ 0:5, so the chances of mutation are equal to 0:50:5 � 0:707. This value is calculated
once in populationSize steps not to generate high computational costs.

Tournament selection is used to pick the solutions to generate a new one and choose the solution that will be replaced by
a new one. In the first case, the best solution in a tournament is selected, while the worst one is chosen in the second case. Let
us remind that fitness of solution r, denoted by r:fitness, is interpreted as either an average or a maximal distance to any
input ranking in R, and its value is to be minimized. Note that the tournament pop; xð Þ function performs a tournament selec-
tion from a set of solutions popwith the size of a tournament equal to x. During the subsequent tests, it turned out that many
solutions contained in the population – despite representing different rankings – share the same best fitness. Thus, to
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increase the diversity of solutions, we use the minimal size of a tournament equal to two. The algorithm stops after 250 iter-
ations without improving the best solution. This value was selected based on the tests, which indicated that in more than
99% cases, the best result found so far was improved before 150 iterations.

3.3. Local search algorithms

The main idea underlying the local search method is to constantly improve a current solution until no further improve-
ment can be made. The approaches implementing this principle incorporate the notion of a neighborhood. Specifically, in
each step, they move from a current solution to its neighbor with better fitness. In the case this is not possible (i.e., no solu-
tion in the neighborhood has better fitness), the algorithm terminates, having identified some Local Optimum (LO). We con-
sider two variants of the algorithm:

� Steepest, where in each step, an entire neighborhood is analyzed, and the best neighbor is picked as the base for the next
step.
� Naive, where the neighborhood is searched only until a better solution than the current one is found, becoming the base in
the following step.

The local search algorithms do not guarantee to find the optimal solution to the tackled problem since LO does not need to
correspond to the global optimum. However, to increase the chances of finding the best possible solution, the algorithm can
be run multiple times, starting from different solutions. Note that the deterministic procedures of exploiting the neighbor-
hood by the steepest and naive variants always result in the same LO when starting from a given point. In the proposed
implementation, the starting points were generated in the same way as an initial population in the genetic algorithm.

3.4. Genetic algorithm combined with local search

The genetic algorithms can be combined with local search, which can potentially improve the obtained results [47]. Two
possibilities were considered:

� Lamarckian variant, where during a process of local search optimization, both fitness and genotype of a ranking are
updated.
� Baldwin variant, where only fitness is updated, while the genotype remains the same.

For this particular problem, the Lamarckian approach performed better, and hencewewill focus on it. This method introduces
someminor changes to the genetic algorithm described in Section 3.2. In the tournament procedure, rankings are firstly opti-
mizedby local search algorithms, and their newfitnesses areused todeterminewhich is thebest among them. This algorithm is
time-consuming. Thus such parameters as populationSize and the maximum number of iterations need to be decreased. Our
tests confirmed that with the lower values of these parameters, the computation time is decreased but at the cost of deterio-
rating the results. The choicewas performed by analyzing the size of testing data, time, and results of other approaches. Specif-
ically, the size of a population was set to 50, and the algorithm was terminated after 15 iterations without an improvement.

3.5. Tabu search

Tabu search was proposed to answer a problem revealed by the local search algorithms [17]. The method continues the
search after finding a LO by going to the best neighbor even if it is worse than the current base solution. This will likely result
in a cycle composed of two solutions: LO, its best neighbor, LO, its best neighbor, etc. A tabu list of a fixed size containing the
last N movements is employed to prevent such moves. In the next step, the opposite direction moves to those included on
the tabu list are forbidden. As a result, the same move can be performed again after at least N steps. When applying the stan-
dard tabu list for the considered problem, the algorithm got stuck in cycles very quickly with the sequences of moves per-
formed on the same pair of alternatives, e.g., set a1Ia2, set a1?a2, swap a2 and a3, set a1Ia3. Note that due to the swap between
a2 and a3, in all operations a1 is compared against the same alternative (a2).

To avoid this problem, the adopted tabu list does not contain complete information about the previous moves. In turn, we
store just the pair of alternatives and type of performed action: swap or change relation. Using such a tabu list makes it
impossible to change the relation for a given pair of alternatives more frequently than once per N steps. Even with such kind
of forbidden actions, applying a too small value of N (< 7) resulted in frequent cycles. Thus, the size of a tabu list was set to
the number of alternatives n. The search was stopped after 100 steps without improving the best solution found so far.

3.6. Simulated annealing

Similarly to tabu search, simulated annealing overcomes the main weakness of local search, i.e., terminating the search in
a LO [29]. Hence in this method, it is possible to accept a neighbor of the current solution with worse fitness. The probability
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of such an action is proportional to the difference in fitnesses of these solutions divided by parameter T , called temperature.

The latter is initialized using the formula T0 ¼ � Df
ln pð Þ, where Df is an estimation of the fitness decrease of strictly positive

transitions, and p ¼ 0:8 is the probability of accepting such ranking. Such estimation is conducted by generating some pairs
of neighbor solutions randomly [2]. Then, T is slowly decreased by multiplying it by parameter a ¼ 0:95 after itermax ¼ n2

steps, where each step corresponds to choosing a random neighbor and deciding if it should replace the current solution.

Specifically, current solution S is replaced by worse solution S0 with a probability p ¼ exp
f Sð Þ�f S0ð Þ

T

� 	
, where f Sð Þ returns

the fitness of solution S.
However, running the simulated annealing’s basic variant was not sufficient for finding a satisfactory solution to the tack-

led problem. The algorithm stuck in a LO when the value of T was so low that the probability of accepting a worse solution a
few times in a row was close to zero, hence making it impossible to escape from the LO. To enable visiting a greater number
of LOs, the process of reheating was incorporated. Specifically, when the algorithm did not improve, T was increased to
enrich the exploration potential. The method was considered stuck when the probability of accepting an average positive
transition, calculated in the same way as for the initial temperature, is lower than 0:01, and for the last 10 iterations, a rank-
ing with different fitness was not attained. Then, the temperature T was set to half of the temperature used before (i.e., the
temperature with which the process was initiated or set after the previous reheating). The algorithm terminated after three
reheating processes without improving the best solution.

The pseudocode of simulated annealing used to construct a compromise ranking is shown in Algorithm 2. Function setT
returns an initial temperature and a temperature at which reheating should be called. Function randomNeighbor returns a
random neighbor of a solution passed as an argument. Further, iter counts a number of iterations without any changes to
check if the reheating needs to be imposed, and bigIter stores a number of reheating processes without any improvement
to verify if the algorithm should be terminated.

Algorithm 2. General scheme of the simulated annealing.

1: iter  0; bigIter  0; t; tmin  setTðÞ
2: while bigIter < 3 do
3: bigIter þþ; iter  0; startT  t
4: while t > tmin _ iter < 10 do
5: iter þþ
6: for i ¼ 0; i < itermax; iþþ do
7: r  randomNeighbor Rð Þ
8: if r:distance 6 R:distance then
9: R r
10: if r:distance < R:distance then
11: iter  0
12: end if
13: if r:distance < best:distance then
14: best  r; bigIter  0
15: end if
16: else if randomðÞ < exp R:distance�r:distance

t

� �
then

17: R r; iter  0
18: end if
19: end for
20: t  t � a
21: end while
22: t  startT � 0:5
23: end while

3.7. Benchmark approaches

To compare the results obtained with metaheuristic algorithms with some elementary solutions, we introduced some
simple procedures for constructing an incomplete compromise ranking. On the one hand, the ‘‘pick-one” approach con-
structs a set of rankings in the same way as the initial population is formed by the genetic algorithm (see Section 3.2)
and selects the best ranking in such a set as the final result. On the other hand, a random search creates a number of random
rankings, out of which the best is returned. If different is not explicitly stated, we generated 50000 random rankings.
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4. Results for a case study concerning ranking of insulating materials

In this section, we consider a case study operating on real-world data. It deals with a comprehensive evaluation of 13
insulating materials [27]. Specifically, we account for coating materials with a thickness of 15 cm used in buildings retrofit-
ting. They were placed internally on the roof of a model building typical for central Italy and evaluated from the socio-
economic and environmental viewpoints (see Table 3). The six criteria capturing overall sustainability of the materials were:
g1 – Hour of Discomfort (an overall time during which the temperature falls outside the comfort category); g2 – CO2 avoid-
ance (energy saved during the building life by using a particular material); g3 – Net Present Value (NPV; the difference
between the present values of cash outflows and inflows related to the use of the material); g4 – Human Health (environ-
mental Eco-indicator built on the following normalized impact categories: carcinogens, respiratory organics and inorganics,
climate change, radiation, and ozone layer); g5 – Ecosystem Quality (environmental Eco-indicator involving ecotoxicity, acid-
ification/eutrophication, and land use), and g6 – Resources (environmental Eco-indicator considering minerals and fossil
fuels). For a more detailed explanation of these criteria, see [27]. Their importance was assessed by 38 DM. Each of them
provided a ranking of criteria along with some blank cards inserted in-between the criteria, as required by the SRF procedure
[15]. For some example preference information of this kind, see Table 4.

We will implement two approaches for exploiting the provided rankings of criteria. On the one hand, we will conduct
robustness analysis using the Monte Carlo simulation extracting 1000 compatible weights vectors for each DM (for some
example compatible weights and mean weights, see Table 5) [20]. On the other hand, we will directly apply the SRF proce-
dure to derive a single weight vector for each DM (such example weight vectors are given in Table 4) [15]. Each compatible
weight vector was incorporated into Electre III [40]. The method constructed a credibility matrix and exploited it through the
downward and upward distillation procedures to build, respectively, the descending and ascending pre-orders of materials.
Finally, these two pre-orders were intersected to obtain an incomplete ranking of insulating materials.

4.1. Results for robustness analysis conducted with the Monte Carlo simulation

When conducting the robustness analysis, for each DM, we derived 1000 weight vectors with the Monte Carlo simulation.
Thus, overall 38000 weight vectors were analyzed, and for each of them, we constructed an incomplete ranking with Electre
III. The entire process resulted in 488 different rankings. In Fig. 5, we present four of them that repeated the greatest number
of times and hence were assigned the highest weights within the procedure, constructing a utilitarian ranking.

The results attained when minimizing an average distance by running every algorithm 10 times are shown in Table 6. For
clarity of the presentation, the algorithms are ordered in all tables according to the quality of constructed rankings. The
steepest local search, as well as the Lamarckian and traditional genetic algorithms, achieved the same best result (see
Fig. 6a), hence outperforming the remaining algorithms in terms of quality. The average distance of this ranking from all
input rankings is 26:641. The naive local search turned out to be just slightly worse (26:773). All these algorithms use input
rankings as initial solutions, which may give them an advantage when some of these rankings are close to the optimal solu-
tion. Moreover, the application of the Monte Carlo simulation leads to a vast number of rankings, which are all contained in
the initial population of solutions that are further improved or evolved by these methods. Note that the steepest local
search’s deterministic character implies that the same best ranking was returned in every iteration, whereas the genetic
algorithms were, on average, slightly worse.

When it comes to the tabu search, it proved to be the fastest (average time of 0:367 seconds), but its performance was
very unstable (standard deviation more than 7 times greater than for the genetic algorithm). It may suggest that for the tack-
led problem, this algorithm cannot find solutions that are much different from an initial point, and it exploits a relatively
small hyperspace around such a point. Therefore, the overall performance of this method strongly depends on where it

Table 3
Performance matrix of 13 insulating materials evaluated in terms of 6 criteria (g1 – Hour of Discomfort; g2 – CO2 avoid; g3 – NPV; g4 – Human Health; g5 –
Ecosystem Quality; g6 – Resources)

Alternative g1 g2 g3 g4 g5 g6

Autoclaved aerated concrete 4889.339 158.63 283.41 0.009703 0.000636 0.015876
Corkslab 3974.451 178.49 282.01 0.022122 0.018376 0.040660
Expanded perlite 3893.646 179.11 326.26 0.006451 0.000759 0.043280
Fibreboard hard 3657.799 185.29 243.45 0.039111 0.014516 0.136345
Glass woll 3681.898 187.35 316.92 0.010608 0.001307 0.033364
Gypsum fibre board 7051.231 103.24 135.88 0.047131 0.003916 0.070469
Hemp fibres 3921.449 182.59 334.10 0.002336 0.003079 0.008207
Kenaf fibres 3685.51 186.82 341.79 0.004760 0.015137 0.003079
Mineralized wood 4392.808 167.63 245.45 0.042932 0.004548 0.083149
Plywood 7636.502 87.58 71.26 0.095717 0.201332 0.126167
Polystyrene foam 3750.482 187.13 322.02 0.002801 0.000217 0.016521
Polyurethane 3357.309 194.18 330.35 0.013225 0.000564 0.043280
Rock wool 3659.441 188.45 346.14 0.019183 0.000825 0.009846
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starts. The average results attained by the simulated annealing and the tabu search were the worst ones among all meta-
heuristics. They were even worse than for the pick-one method. Such an advantageous performance of the latter algorithm
was implied by a very high number of input rankings. The NFS-based methods performed rather poorly, but their computa-
tion time was low, e.g., 120 shorter than for the Lamarckian genetic algorithm. In any case, the quality of rankings attained by
these approaches was over twice better than for the random search.

In e-Appendix 1 (supplementary material available online), we discuss a detailed performance of all metaheuristics in
view of constructing a utilitarian ranking based on 38000 rankings consistent with the weights derived from the Monte Carlo
simulation.

When minimizing the maximal distance, all metaheuristics (steepest and naive local search, genetic algorithms, simu-
lated annealing, and tabu search) outperformed the remaining methods (see Table 7). Moreover, these approaches, except
the traditional genetic method, attained the same quality of the best results. For the ranking constructed by these methods,
the maximal distance from all input rankings is equal to 65. However, the constructed rankings were not the same. A pair of
example rankings obtained with the local search and the tabu search with the same maximum distance from the 38000
input rankings are presented in Fig. 6b and c. Again, the steepest local search and the Lamarckian genetic algorithm were
the least favorable in terms of computation time but attained the most advantageous average results. Although the genetic
algorithm was the worst among the metaheuristic approaches, it still proved to be better than the pick-one method or ran-

Table 4
The order of criteria and inserted blank cards provided by DM1; DM2 ; DM5; DM6 ; DM8, and DM10 in the SRF procedure (l ið Þ – rank (the higher, the better), es –
the number of inserted blank cards); and the weights wi derived with the SRF procedure.

gi l ið Þ es wi

DM1

g1 1 0:024
1

g3 2 0:085
2

g2 3 0:177
1

g4; g5; g6 4 0:238

DM2

g3 1 0:05
0

g1 2 0:088
1

g4 3 0:167
0

g2 4 0:206
0

g5; g6 5 0:245

DM5

g2; g3 1 0:063
1

g1; g4 2 0:188
0

g5; g6 3 0:25

DM6

g4 1 0:027
0

g2 2 0:077
1

g1; g3 3 0:175
1

g5; g6 4 0:273

DM8

g3 1 0:028
2

g1 2 0:124
1

g4 3 0:188
0

g2; g5; g6 4 0:22

DM10

g1; g3 1 0:045
0

g2; g4; g5; g6 2 0:227
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dom search. Tabu search was the fastest metaheuristic, attaining equally good results as the local search algorithms. The dif-
ference in outcomes between constructing the utilitarian and egalitarian rankings suggests that these two types of problems
are substantially different and require dedicated treatment.

To confirm that the problem of constructing a compromise ranking is non-trivial, let us present the distribution of fit-
nesses from points obtained by randomly sampling the space of solutions 50000 times for the problem of constructing a util-
itarian problem is presented in Fig. 7. It resembles a normal distribution with l � 188 and r � 20:2. For constructing an
egalitarian ranking, the histogram of random results is very similar; just the parameters are different l � 211;r � 19ð Þ.
These observations may be used to compare the results attained for different datasets or problems.

4.2. Results for rankings obtained for weights derived with the SRF procedure

The SRF procedure derives a single weight vector for each DM. Table 4 presents example rankings of criteria provided by
various DMs. The respective rankings obtained for some of these weights are presented in Fig. 8. Overall, 38 rankings of cri-
teria led to 27 unique rankings obtained with Electre III, which form the input for the proposed algorithms.

When minimizing an average distance, the local search algorithms and the genetic approaches again proved to be the
most advantageous (see Table 8 and Fig. 9a). The average distance of the ranking they constructed from all input rankings
was 25:579. Due to a smaller number of input rankings, the best-performing methods’ advantage was not that significant.
For example, for the naive local search and the genetic algorithm, the average distance of the built ranking was lesser by
0:263, and the ranking constructed by simulated annealing was worse by 0:974. Since 27 input rankings do not fill the admis-
sible input pool of rankings for the proposed metaheuristic algorithms, some randomly generated rankings were included in
the initial population. The computation time of the genetic algorithms and simulated annealing was the longest. This was
mainly due to the stopping condition adapted by these approaches, which implied that they spent more time after finding
their best solution than before attaining this point. On the contrary, the naive local search and tabu search computations
took, respectively, 0:134 and 0:244 seconds.

Table 9 presents the results for the scenario oriented toward minimizing a maximum distance from the input ranking. The
best solutions were found by the Lamarckian genetic algorithm, tabu search, and simulated annealing (see Fig. 9b). The max-
imal distance from any input ranking was 42. Among these best-performing methods, the first required significantly more
computation time (over 2 minutes) than the remaining two approaches (0:582 and 1:489 seconds). However, an increase in
computation time resulted in the best results attained in the average run (the mean quality of the ranking equal to 42:167).
The best rankings attained by the genetic and local search algorithms had the same quality with the maximal distance of 43,
but the local search proved to be slightly better in the average case. In the egalitarian scenario, the genetic algorithm attained
the worst result among all considered metaheuristics. However, it still outperformed the pick-one approach.

Fig. 10 presents the relation between input and compromise rankings. It is quantified with a distance matrix for each pair
and then scaled down with the Multi-Dimensional Scaling (MDS) [30] procedure to a two-dimensional space. The distances
from each input ranking to the best egalitarian and utilitarian rankings are presented in Table 10. These results reveal that

Table 5
Four example weight vectors, mean weights (l) and standard deviations (r) based on 1000 weight vectors obtained with the Monte Carlo simulation for
various Decision Makers.

Sample g1 g2 g3 g4 g5 g6 Sample g1 g2 g3 g4 g5 g6

DM1 DM2

1 0:022 0:213 0:095 0:223 0:223 0:223 1 0:061 0:219 0:047 0:191 0:239 0:239
2 0:024 0:161 0:069 0:247 0:247 0:247 2 0:065 0:196 0:052 0:163 0:261 0:261
3 0:022 0:194 0:092 0:229 0:229 0:229 3 0:099 0:205 0:048 0:160 0:242 0:242
4 0:023 0:204 0:068 0:234 0:234 0:234 4 0:054 0:222 0:049 0:173 0:249 0:249
l 0:022 0:213 0:095 0:223 0:223 0:223 l 0:076 0:209 0:049 0:176 0:245 0:245
r 0:001 0:0206 0:0239 0:0104 0:0104 0:0104 r 0:0168 0:0152 0:0026 0:0177 0:0129 0:0129

DM5 DM6

1 0:215 0:057 0:057 0:215 0:228 0:228 1 0:205 0:030 0:205 0:026 0:266 0:266
2 0:2 0:06 0:06 0:2 0:24 0:24 2 0:198 0:051 0:198 0:026 0:262 0:262
3 0:171 0:066 0:066 0:171 0:263 0:263 3 0:214 0:039 0:214 0:025 0:253 0:253
4 0:185 0:063 0:063 0:185 0:252 0:252 4 0:105 0:049 0:105 0:035 0:352 0:352
l 0:194 0:061 0:061 0:194 0:245 0:245 l 0:152 0:056 0:152 0:030 0:305 0:305
r 0:0158 0:0032 0:0032 0:0158 0:0126 0:0126 r 0:0412 0:0167 0:0412 0:004 0:0403 0:0403

DM8 DM10

1 0:109 0:226 0:028 0:182 0:226 0:226 1 0:045 0:227 0:045 0:227 0:227 0:227
2 0:115 0:223 0:027 0:186 0:223 0:223 2 0:045 0:227 0:045 0:227 0:227 0:227
3 0:119 0:217 0:027 0:199 0:217 0:217 3 0:045 0:227 0:045 0:227 0:227 0:227
4 0:147 0:207 0:025 0:204 0:207 0:207 4 0:045 0:227 0:045 0:227 0:227 0:227
l 0:137 0:215 0:027 0:192 0:215 0:215 l 0:045 0:227 0:045 0:227 0:227 0:227
r 0:0204 0:0082 0:001 0:0099 0:0082 0:0082 r 0:00 0:00 0:00 0:00 0:00 0:00
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Fig. 5. Input rankings with the greatest weights, consistent with the weight vectors derived from the Monte Carlo simulations.
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the best rankings obtained in the considered scenarios (see Fig. 9) are very different. Thus, both settings should be analyzed
separately and require dedicated algorithmic solutions.

Let us note that for all scenarios related to the problem of ranking the insulating materials, we have compared the rank-
ings constructed with the proposed metaheuristic approaches with the optimal rankings obtained by solving the MILP model
proposed in [21]. When considering the utilitarian and egalitarian settings given the input rankings compatible with weights
derived from the SRF procedure or the Monte Carlo simulation, the best-constructed rankings corresponded to the optimal
preorders identified with MILP.

Finally, in e-Appendix 2 (supplementary material available online), we analyze the utilitarian rankings obtained for the
case study when using different distance matrices. In the main paper, we assumed x ¼ d ?; Ið Þ ¼ 2 and
y ¼ d Pþ; ?

� � ¼ d P�; ?ð Þ ¼ 3. The additional experiments concern a grid search of eleven different settings for x; yð Þ, ranging
from 0;2ð Þ to 4;4ð Þ. We discuss how much the rankings are affected by using different distance values. We also report
the distribution of the preference, indifference, and incomparability relations.

5. Experimental comparison on artificially generated problems

In this section, we discuss an extensive experimental evaluation of the proposed approaches from constructing an incom-
plete compromise ranking. We account for the results on some artificial data sets with various characteristics. In particular,
we generated tests with different diversity levels between the input rankings and various sizes and numbers of input rank-
ings. We considered four numbers of alternatives (n): 15;20;25 and 30, and three numbers of input rankings (s): 15;20 and
25. When it comes to the diversity levels, they are discussed in the following subsections.

For every set of parameters, the test case was generated 10 times. For each particular scenario, we sampled 5000 random
rankings fromwhich approximate values of the mean (l) and standard deviation (r) were computed. These parameters were
used to standardize the fitnesses (x) of output compromise rankings in the following way: l�x

r . In this way, the outcomes for
different instances of the problem could be compared and aggregated. Thus, the values above zero mean that a result is bet-
ter than an average from the randomly generated rankings. Moreover, the higher these values are, the better. For clarity of
presentation, in what follows, we will call such a standardized score – a fitness.

5.1. Related input rankings

The first diversity level concerns aggregation of input rankings, which are related to some degree, being generated from
the same original ranking. We averaged the results over nine various levels of diversity (d). Each level was controlled by
replacing a given ranking with its random neighbor and repeating this process sequentially d times. The computation times
and qualities of rankings obtained for the utilitarian and egalitarian scenarios are presented in Tables 11 and 13, respectively.
The respective frequencies of ranks attained by the considered algorithms in all considered scenarios are given in Tables 12
and 14.

When it comes to constructing a utilitarian ranking, the best results are attained by the genetic Lamarckian approach and
both variants of local search (see Table 11). These algorithms were ranked in the top three for, respectively, 70%; 84%, and
61% of considered settings (see Table 12). Even if the steepest local search attained the best average rank, the most advan-
tageous mean quality and superiority in the greatest number of scenarios could be attributed to the genetic Lamarckian
approach. These algorithms use input rankings as the initial points, which offers them a competitive advantage under sce-
narios with similar rankings provided at the input. Also, tabu search proved to be the best in 29% of considered scenarios,
though its performance was relatively worse for other settings. All proposed metaheuristics achieved better results than
heuristics designed particularly for dealing with this problem (pick-one, NFS-I and II). However, their computational costs
were much higher. In this regard, the genetic Lamarckian approach’s computations took significantly longer than for other
methods (on average, over 2 minutes). In contrast, naive local search, tabu search, and simulated annealing found their best

Table 6
The best and average fitness along with the standard deviation attained by different algorithms in view of constructing a utilitarian compromise ranking based
on the 38000 inputs rankings consistent with the weight vectors derived with the Monte Carlo simulations.

Algorithm Time [ms] Best Mean St. dev.

Steepest Local Search 6854.2 26.641 26.641 0.0
Genetic Lamarckian 11287.0 26.641 26.663 0.054
Genetic Algorithm 3168.2 26.641 26.778 0.217
Naive Local Search 4142.7 26.773 26.773 0.0
Simulated Annealing 1264.5 27.288 27.62 0.257
Tabu Search 367.8 27.288 28.768 1.578
Pick-One 106.0 27.398 27.398 0.0
NFS-I 85.2 33.153 33.153 0.0
NFS-II 92.0 36.04 36.04 0.0
Random Search 1969.5 79.569 89.59 6.447
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Fig. 6. The best compromise rankings based on the 38000 inputs rankings consistent with the weight vectors derived with the Monte Carlo simulations.
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solutions in a much shorter time. The random search and NFS-based approaches attained the worst results. In all scenarios,
selecting one of the input rankings proved to be more advantageous than for these three methods.

As far as the construction of an egalitarian ranking is concerned, the genetic Lamarckian approach confirmed its superi-
ority over the remaining methods in terms of quality of the attained compromise ranking (see Table 13). Specifically, it
attained the best results for 62% of considered settings (see Table 14). The performance of tabu search and simulated anneal-
ing was only slightly worse. However, these approaches found their solutions faster than genetic algorithms. The perfor-
mance of both variants of the local search was relatively worse (the average ranks for the steepest and naive variants are,
respectively, 4:51 and 4:65). The worst results were attained by the NFS-based methods, which were outperformed even
by the random search in most scenarios.

Let us also emphasize that, in general, the standardized results obtained when minimizing an average distance were
much better than when dealing with the optimization of a maximal distance. For example, the average quality of the util-
itarian ranking constructed by the genetic Lamarckian algorithm is 5:546, whereas for the egalitarian case – it is 4:042. It
may be implied by the higher diversity in the results when accounting for the egalitarian setting. Specifically, the observed
standard deviation, in relation to the mean fitness, was more than 1:5 times higher when minimizing a maximal distance as
compared to its average counterpart.

5.2. Random input rankings

The second considered setting related to the diversity of input data involved random input rankings. Thus, the diversity
level was significantly higher than in the previous test, and the problem of constructing a compromise ranking is very chal-
lenging. Other parameters (i.e., the numbers of alternatives, input rankings, and iterations) remained the same.

The computation time, quality of constructed ranking, and frequency of ranks attained by all algorithms in all runs for the
case of creating a utilitarian ranking are presented in Tables 15 and 16. The qualities of rankings constructed by the meta-
heuristics are very similar. For example, the best and fifth mean fitness values (equal to 5:022 and 5:018, respectively) are
attributed to the genetic Lamarckian approach and simulated annealing. However, the most favorable results in the highest
number of runs were attained by tabu search and steepest local search (54% and 22%, respectively). In terms of the average
ranks, they were followed by the simulated annealing and naive local search. The latter two approaches found their best
solutions in the shortest time. The genetic algorithm attained the worst results among the metaheuristics, requiring, in addi-

Table 7
The best and average fitness along with the standard deviation attained by different algorithms in view of constructing an egalitarian ranking based on the
38000 inputs rankings consistent with the weight vectors derived with the Monte Carlo simulations.

Algorithm Time [ms] Best Mean St. dev.

Steepest Local Search 139281.3 65 65.0 0.0
Naive Local Search 68531.3 65 65.167 0.408
Genetic Lamarckian 195312.3 65 65.167 0.408
Simulated Annealing 19141.3 65 65.833 0.983
Tabu Search 9781.3 65 66.0 0.894
Genetic Algorithm 24608.2 66 66.167 0.408
Pick-One 357.5 71 71.0 0.0
NFS-I 92.7 73 73.0 0.0
NFS-II 102.3 74 74.0 0.0
Random Search 24933.2 115 121.167 5.707

Fig. 7. The distribution of distances based on 500000 randomly generated rankings for the problem of constructing a utilitarian ranking based on the input
ranking attained with the Monte Carlo simulations.
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Fig. 8. Rankings constructed for various Decision Makers for weights derived with the SRF procedure.
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tion, almost 10 times more computation time than some of them. On the other extreme, the pick-one approach turned out to
be better than the random search, which, in turn, outperformed the NFS-based approaches.

The lesser differences among the best performing methods are implied by the increased difficulty of the considered prob-
lem. When looking for the best compromise between random input rankings, the best solution is usually very different from
the considered rankings. In this perspective, considering the input rankings as the starting points or the initial population
does not offer a competitive advantage.

The detailed results for the scenarios oriented toward constructing an egalitarian ranking are given in Tables 17 and 18.
The relative advantage of the best performing genetic Lamarckian approach is higher than in the previous case (the mean

Table 8
The best and average fitness along with the standard deviation attained by different algorithms in view of constructing a utilitarian compromise ranking based
on the 38 inputs rankings consistent with the weight vectors derived with the SRF procedure.

Algorithm Time [ms] Best Mean St. dev.

Steepest Local Search 306.0 25.579 25.579 0.0
Genetic Lamarckian 46627.5 25.579 25.798 0.107
Naive Local Search 134.0 25.842 25.842 0.0
Genetic Algorithm 2851.3 25.842 25.842 0.0
Simulated Annealing 1260.5 26.553 26.553 0.0
Pick-One 26.5 26.711 26.711 0.0
Tabu Search 244.5 26.842 28.583 1.369
NFS-I 5.7 33.184 33.184 0.0
NFS-II 6.0 34.289 34.289 0.0
Random Search 1961.5 89.105 92.395 2.674

Fig. 9. The best compromise rankings for the 38 inputs rankings consistent with the weight vectors derived with the SRF procedure.
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value of 3:703 as compared with 3:607 for simulated annealing and 3:575 for the genetic algorithm). This method identified
the best solution in 64% of runs. It is followed by simulated annealing and tabu search, which proved to be the most advan-
tageous for 12% and 24% of runs, respectively. Although simulated annealing attains the second-best average fitness of con-
structed ranking, tabu search performs poorly under some scenarios. As a result, the average quality of an egalitarian ranking
constructed by the genetic algorithm is slightly better, though at the cost of twice as high computation time. When minimiz-
ing the maximal distance from the random input rankings, the local search algorithms proved to be less favorable. Both the
average quality of the rankings and the attained ranks were the worst among the metaheuristic approaches. Nonetheless, it
is worth noting that the naive variant was faster and, on average better than its steepest counterpart. This confirms that the
latter is not always more advantageous than the former. Interestingly, when the considered problem involves so much ran-
domness in the provided inputs, in over 30% of runs, the random search offered a better solution than picking the best
among the input rankings.

Table 9
The best and average fitness along with the standard deviation attained by different algorithms in view of constructing an egalitarian compromise ranking
based on the 38 inputs rankings consistent with the weight vectors derived with the SRF procedure.

Algorithm Time [ms] Best Mean St. dev.

Genetic Lamarckian 122964.8 42 42.167 0.408
Tabu Search 582.7 42 42.5 0.548
Simulated Annealing 1489.0 42 42.667 1.211
Naive Local Search 262.0 43 43.5 0.548
Steepest Local Search 549.8 43 43.833 0.408
Genetic Algorithm 3498.2 43 44.0 0.894
NFS-II 5.8 49 49.0 0.0
Pick-One 46.0 49 49.0 0.0
NFS-I 6.0 50 50.0 0.0
Random Search 2594.8 102 108.333 4.502

Fig. 10. The best compromise rankings for the 38 inputs rankings consistent with the weight vectors derived with the SRF procedure after Multi-
Dimensional Scaling.

Table 10
Distance of each input ranking from (U) the best utilitarian ranking and (E) the best egalitarian ranking.

Rank DM1 DM2 DM3 DM4 DM5 DM6 DM7 DM8 DM9

U 16 13 22 16 24 19 63 13 63
E 29 32 41 35 37 34 42 32 42

Rank DM10 DM11 DM12 DM13 DM14 DM15 DM16 DM17

U 16 16 52 14 14 10 11 55
E 35 35 37 29 35 25 29 34

Rank DM18 DM19 DM20 DM21 DM22 DM23 DM24

U 15 48 51 7 16 60 22
E 24 33 42 28 29 39 41

Rank DM25 DM26 DM27 DM28 DM29 DM30 DM31

U 14 22 32 36 10 48 6
E 35 37 29 27 25 33 27

Rank DM32 DM33 DM34 DM35 DM36 DM37 DM38

U 19 16 12 17 52 16 16
E 38 35 27 32 37 35 35
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Table 11
Results (computation time, mean fitness along with standard
deviation) obtained when constructing a utilitarian ranking based
on the related input rankings.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 123141.5 5.546 1.3
Steepest Local Search 13124.3 5.539 1.322
Naive Local Search 2473.7 5.52 1.294
Genetic Algorithm 18688.8 5.45 1.24
Tabu Search 2815.9 5.416 1.14
Simulated Annealing 1934.7 5.371 1.075
Pick-One 58.2 4.942 1.159
NFS-II 0.7 3.549 1.037
Random Search 5638.3 3.356 0.312
NFS-I 0.4 0.337 1.591

Table 12
Frequency of ranks attained by different algorithms when constructing a utilitarian ranking based on the related input rankings.

Algorithm 1 2 3 4 5 6 7 8 9 10 Mean

Steepest Local Search 0.23 0.27 0.34 0.10 0.05 0.01 0.00 0.00 0.00 0.00 2.48
Genetic Lamarckian 0.37 0.21 0.12 0.06 0.08 0.14 0.02 0.00 0.00 0.00 2.78
Naive Local Search 0.06 0.20 0.35 0.31 0.08 0.01 0.00 0.00 0.00 0.00 3.17

Tabu Search 0.29 0.06 0.08 0.19 0.25 0.12 0.01 0.00 0.00 0.00 3.43
Simulated Annealing 0.03 0.23 0.07 0.12 0.25 0.26 0.04 0.00 0.00 0.00 4.27

Genetic Algorithm 0.01 0.02 0.04 0.22 0.27 0.44 0.00 0.00 0.00 0.00 5.04
Pick-One 0.00 0.02 0.00 0.00 0.02 0.04 0.92 0.00 0.00 0.00 6.84

NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.57 0.42 0.01 8.44
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.42 0.53 0.05 8.62

NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.04 0.94 9.93

Table 13
Results (computation time, mean fitness along with standard
deviation) obtained when constructing an egalitarian ranking
based on the related input rankings.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 419696.4 4.042 0.862
Tabu Search 8602.9 3.871 0.767
Simulated Annealing 3008.8 3.851 0.72
Genetic Algorithm 16992.1 3.847 0.813
Steepest Local Search 11901.1 3.814 0.889
Naive Local Search 3427.8 3.809 0.863
Pick-One 69.9 2.706 0.865
Random Search 6871.0 2.439 0.225
NFS-II 0.8 2.23 0.836
NFS-I 0.2 0.062 0.995

Table 14
Frequency of ranks attained by different algorithms when constructing an egalitarian ranking based on the related input rankings.

Algorithm 1 2 3 4 5 6 7 8 9 10 Mean

Genetic Lamarckian 0.62 0.27 0.08 0.02 0.00 0.00 0.00 0.00 0.00 0.00 1.51
Tabu Search 0.22 0.27 0.16 0.14 0.10 0.11 0.00 0.00 0.00 0.00 2.99
Simulated Annealing 0.05 0.20 0.33 0.21 0.10 0.09 0.01 0.00 0.00 0.00 3.43
Genetic Algorithm 0.04 0.13 0.20 0.27 0.18 0.17 0.00 0.00 0.00 0.00 3.92
Steepest Local Search 0.05 0.07 0.10 0.16 0.30 0.31 0.00 0.00 0.00 0.00 4.51
Naive Local Search 0.01 0.05 0.12 0.20 0.32 0.30 0.00 0.00 0.00 0.00 4.65
Pick-One 0.00 0.00 0.00 0.00 0.00 0.01 0.56 0.43 0.00 0.00 7.41
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.43 0.19 0.37 0.01 7.97
NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.60 0.02 8.65
NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.03 0.96 9.96
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Table 15
Results (computation time, mean fitness along with standard deviation) obtained when constructing
a utilitarian ranking based on the random input rankings.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 83770.9 5.022 0.934
Steepest Local Search 21723.9 5.021 0.933
Naive Local Search 2873.7 5.020 0.933
Tabu Search 3169.4 5.019 0.933
Simulated Annealing 2526.5 5.018 0.933
Genetic Algorithm 23040.3 5.009 0.93
Pick-One 68.9 4.977 0.927
Random Search 6565.5 3.28 0.304
NFS-II 0.3 2.43 0.7
NFS-I 0.2 �1.71 0.683

Table 16
Frequency of ranks attained by different algorithms when constructing a utilitarian ranking based on the random input rankings.

Algorithm 1 2 3 4 5 6 7 8 9 10 Mean

Tabu Search 0.54 0.18 0.08 0.10 0.10 0.00 0.00 0.00 0.00 0.0 2.03
Steepest Local Search 0.22 0.14 0.36 0.21 0.06 0.01 0.00 0.00 0.00 0.0 2.78
Simulated Annealing 0.04 0.35 0.29 0.08 0.15 0.08 0.00 0.00 0.00 0.0 3.21
Naive Local Search 0.04 0.15 0.17 0.42 0.19 0.03 0.00 0.00 0.00 0.0 3.65
Genetic Lamarckian 0.15 0.11 0.10 0.12 0.33 0.11 0.07 0.00 0.00 0.0 3.99
Genetic Algorithm 0.00 0.00 0.00 0.07 0.14 0.67 0.12 0.00 0.00 0.0 5.85

Pick0One 0.00 0.07 0.00 0.00 0.03 0.10 0.81 0.00 0.00 0.0 6.50
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.92 0.08 0.0 8.08

NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.92 0.0 8.92
NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.0 10.00

Table 17
Results (computation time, mean fitness along with standard deviation) obtained when constructing
an egalitarian ranking based on the random input rankings.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 524177.2 3.703 0.569
Simulated Annealing 4195.8 3.607 0.524
Genetic Algorithm 22686.6 3.575 0.53
Tabu Search 12690.4 3.535 0.529
Naive Local Search 4938.4 3.47 0.515
Steepest Local Search 19054.1 3.441 0.508
Pick-One 86.1 2.604 0.541
Random Search 8805.4 2.387 0.182
NFS-II 0.8 1.611 0.604
NFS-I 0.1 �1.12 0.63

Table 18
Frequency of ranks attained by different algorithms when constructing an egalitarian ranking based on the random input rankings.

Algorithm 1 2 3 4 5 6 7 8 9 10 Mean

Genetic Lamarckian 0.64 0.22 0.11 0.03 0.00 0.00 0.00 0.00 0.00 0.0 1.53
Simulated Annealing 0.12 0.29 0.42 0.15 0.01 0.00 0.00 0.00 0.00 0.0 2.64
Tabu Search 0.24 0.25 0.11 0.12 0.10 0.17 0.00 0.01 0.00 0.0 3.17
Genetic Algorithm 0.00 0.21 0.24 0.35 0.17 0.04 0.00 0.00 0.00 0.0 3.60
Naive Local Search 0.00 0.01 0.06 0.24 0.36 0.33 0.00 0.00 0.00 0.0 4.94
Steepest Local Search 0.00 0.01 0.07 0.11 0.36 0.44 0.00 0.00 0.00 0.0 5.15
Pick-One 0.00 0.00 0.00 0.00 0.00 0.01 0.62 0.36 0.00 0.0 7.35
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.54 0.08 0.0 7.71
NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.08 0.92 0.0 8.92
NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 1.0 10.00
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5.3. Related input rankings involving a single random ranking

The third setting concerning a diversity of the input rankings can be seen as a combination of the previous two. The con-
sidered scheme and parameters were the same as in the case of dealing with the related input rankings except for including a
single randomly generated ranking in each scenario. The latter makes the problem of finding a compromise ranking more
challenging.

When it comes to the construction of a utilitarian ranking, the results in terms of the quality of constructed compromise
ranking, computation times, and attained ranks (see Tables 19 and 20) are very similar to those observed for the setting
when all rankings are related. Hence, the average quality of the ranking constructed by the genetic Lamarckian approach
is the best at the cost of very high computation time. It is followed by the local search steepest and naive, with the former
attaining the best average rank across all runs. Other metaheuristic approaches outperform tabu search and simulated
annealing in terms of the quality of identified rankings. However, their computation cost is low, which confirms that they
can find a relatively good solution quickly.

As far as the identification of an egalitarian ranking is concerned, the outcomes (see Tables 21 and 22) are very similar to
those reported for the setting with all input rankings generated randomly. Hence, the Lamarckian genetic approach attains
the best results. Simulated annealing finds a very good solution quickly, and the local search algorithms are the worst among
the metaheuristics. The slight differences are as follows. First, the Lamarckian genetic approach’s advantage is greater as it
outperforms other methods in 70% of runs. Second, tabu search compares to the genetic algorithm better in terms of the
mean quality and the simulated annealing given an average rank across all runs. Third, the differences in the performance
of the two variants of local search are lesser.

5.4. Summary of results for all settings considered in the experimental evaluation

In this section, we summarize the experimental results on artificial data with various characteristics. In Table 23, we pre-
sent the mean fitness attained by ten considered methods for different settings. These results are associated with the Hasse
diagrams illustrating the rankings of approaches concerning the statistically significant differences in their performances
(see Fig. 11). Specifically, to confirm the observed differences in performance, we first conducted the Friedman test. Its out-
comes allowed us to reject the hypothesis about no differences in various algorithms’ performance for all considered set-
tings. Then, the Wilcoxon signed-rank test was performed for each pair of methods under the six considered settings. For
most pairs, we confirmed a statistically significant difference in their performances, assuming a significance level
a ¼ 0:01. Precisely, whenever an arc connects some pair of algorithms in Fig. 11, this means that a difference in their per-
formances is statistically significant in terms of the quality of constructed group compromise rankings. This way of present-
ing the results of statistical tests has been adopted after [8].

Overall, the Lamarckian variant of the genetic algorithm proved to be the best for all scenarios, attaining the most advan-
tageous mean fitness. Its advantage in performance over all remaining methods is statistically significant for all considered
setting except the construction of a utilitarian ranking for random input rankings (see Fig. 11c). Moreover, its competitive
advantage over other algorithms is more evident for the egalitarian setting, with differences in the maximal distance being
more remarkable than when the average distance is optimized in the utilitarian approach.

The Lamarckian genetic algorithm’s best competitors differ depending on whether we minimize an average or a maximal
distance from the input rankings. When it comes to the utilitarian approach, the second and third ranks are occupied by the
steepest and naive local search variants, respectively. As far as the egalitarian setting is considered, tabu search and simu-
lated annealing proved to more advantageous. Moreover, when considering the random input rankings or related ranking
with one random ranking, the differences between performances of the latter two approaches are not statistically significant.
The advantage of all six metaheuristic algorithms over the four simple procedures for constructing an incomplete compro-

Table 19
Results (computation time, mean fitness along with standard deviation) obtained when constructing
a utilitarian ranking based on the related rankings involving one random ranking.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 125952.2 5.531 1.285
Steepest Local Search 15225.3 5.527 1.308
Naive Local Search 2805.2 5.508 1.279
Genetic Algorithm 20706.9 5.439 1.222
Tabu Search 3113.2 5.397 1.111
Simulated Annealing 2240.7 5.368 1.066
Pick-One 61.9 4.981 1.147
NFS-II 0.5 3.481 1.027
Random Search 5934.2 3.343 0.283
NFS-I 0.4 0.239 1.586
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mise ranking is statistically significant. Among the worst-performing methods, NFS-I is always ranked at the bottom. In con-
trast, pick-one is the best (i.e., seventh overall), proving its superiority over Random Search and NFS-based approaches.

Table 20
Frequency of ranks attained by different algorithms when constructing a utilitarian ranking based on the related rankings involving one random ranking.

Name 1 2 3 4 5 6 7 8 9 10 Mean

Steepest Local Search 0.26 0.25 0.33 0.12 0.03 0.00 0.00 0.00 0.00 0.00 2.42
Genetic Lamarckian 0.34 0.20 0.13 0.08 0.09 0.16 0.01 0.00 0.00 0.00 2.91
Naive Local Search 0.05 0.20 0.33 0.34 0.07 0.00 0.00 0.00 0.00 0.00 3.18
Tabu Search 0.30 0.07 0.08 0.17 0.22 0.14 0.03 0.00 0.00 0.00 3.49
Simulated Annealing 0.05 0.23 0.07 0.11 0.30 0.20 0.04 0.00 0.00 0.00 4.13
Genetic Algorithm 0.00 0.03 0.06 0.19 0.27 0.45 0.00 0.00 0.00 0.00 5.04
Pick-One 0.00 0.01 0.00 0.00 0.03 0.03 0.92 0.00 0.00 0.00 6.84
NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.57 0.43 0.01 8.44
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.42 0.53 0.04 8.60
NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.04 0.96 9.95

Table 21
Results (computation time, mean fitness along with standard deviation) obtained when constructing
an egalitarian ranking based on the related rankings involving one random ranking.

Algorithm Time [ms] Mean St. dev.

Genetic Lamarckian 420151.3 3.897 0.671
Simulated Annealing 3407.1 3.743 0.615
Tabu Search 10192.7 3.736 0.628
Genetic Algorithm 19478.5 3.711 0.62
Naive Local Search 4018.1 3.653 0.628
Steepest Local Search 14640.0 3.641 0.617
Pick-One 75.1 2.522 0.637
Random Search 7448.2 2.415 0.226
NFS-II 0.8 2.049 0.678
NFS-I 0.4 �0.407 0.91

Table 22
Frequency of ranks attained by different algorithms when constructing an egalitarian ranking based on the related rankings involving one random ranking.

Algorithm 1 2 3 4 5 6 7 8 9 10 Mean

Genetic Lamarckian 0.70 0.20 0.09 0.01 0.01 0.00 0.00 0.00 0.00 0.00 1.44
Tabu Search 0.19 0.31 0.17 0.13 0.08 0.12 0.00 0.00 0.00 0.00 2.96
Simulated Annealing 0.07 0.26 0.33 0.20 0.09 0.05 0.00 0.00 0.00 0.00 3.14
Genetic Algorithm 0.03 0.15 0.21 0.27 0.16 0.17 0.00 0.00 0.00 0.00 3.91
Steepest Local Search 0.01 0.06 0.09 0.18 0.34 0.33 0.00 0.00 0.00 0.00 4.76
Naive Local Search 0.00 0.03 0.11 0.20 0.31 0.33 0.00 0.00 0.00 0.00 4.79
Pick-One 0.00 0.00 0.00 0.00 0.00 0.00 0.52 0.48 0.00 0.00 7.48
Random Search 0.00 0.00 0.00 0.00 0.00 0.00 0.48 0.25 0.27 0.00 7.78
NFS-II 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.26 0.72 0.01 8.75
NFS-I 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.01 0.99 9.98

Table 23
Mean fitness attained by different algorithms when constructing a utilitarian or an egalitarian ranking under different settings (the respective ranks implied by
these values are provided in the round brackets).

Related rankings Random rankings Single random ranking

Algorithm Utilitarian Egalitarian Utilitarian Egalitarian Utilitarian Egalitarian

Genetic Algorithm 5.450 (4) 3.847 (4) 5.009 (6) 3.575 (3) 5.439 (4) 3.711 (4)
Genetic Lamarckian 5.546 (1) 4.042 (1) 5.022 (1) 3.703 (1) 5.531 (1) 3.897 (1)
Naive Local Search 5.520 (3) 3.809 (6) 5.020 (3) 3.470 (5) 5.508 (3) 3.653 (5)
NFS-I 0.337 (10) 0.062 (10) �1.71 (10) �1.120 (10) 0.239 (10) �0.407 (10)
NFS-II 3.549 (8) 2.230 (9) 2.430 (9) 1.611 (9) 3.481 (8) 2.049 (9)
Pick-One 4.942 (7) 2.706 (7) 4.977 (7) 2.604 (7) 4.981 (7) 2.522 (7)
Random Search 3.356 (9) 2.439 (8) 3.280 (8) 2.387 (8) 3.343 (9) 2.415 (8)
Simulated Annealing 5.371 (6) 3.851 (3) 5.018 (5) 3.607 (2) 5.368 (6) 3.743 (2)
Steepest Local Search 5.539 (2) 3.814 (5) 5.021 (2) 3.441 (6) 5.527 (2) 3.641 (6)
Tabu Search 5.416 (5) 3.871 (2) 5.019 (4) 3.535 (4) 5.397 (5) 3.736 (3)

G. Miebs and Miłosz Kadziński Information Sciences 560 (2021) 107–136

132



Fig. 11. Hasse diagrams illustrating the rankings of algorithms with respect to the statistically significant differences in their performances for a ¼ 0:01.
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6. Conclusions and future research

We considered the problem of constructing a compromise incomplete ranking based on individual partial rankings
admitting incomparability. The compromise is interpreted in terms of minimizing the maximal or an average distance from
the elementary rankings. The tackled problem is computationally complex, and for large instances – it cannot be solved pre-
cisely due to the limitations of the contemporary solvers. Thus, we proposed various heuristics that either adjusted meta-
heuristic methods, such as genetic algorithms, simulated annealing, tabu search, or local search, to the considered setting
or incorporated some intuitive procedures for finding a compromise ranking.

We verified the practical usefulness of these methods in a twofold way. On the one hand, we applied them for construct-
ing the compromise rankings for real-world data concerning insulating materials. We considered the preferences of thirty-
eight Decision Makers, taking into account either a single representative ranking for each DM or a multiplicity of such rank-
ings derived from the robustness analysis. On the other hand, we conducted extensive experimental comparison on artifi-
cially generated problems. These problems differed in terms of the numbers of alternatives and input rankings and the
diversity level.

The performance of algorithms depends on the characteristics of the tackled problem. There are, however, some general
conclusions that follow the experimental outcomes. The Lamarckian genetic algorithm constructs, on average, the best com-
promise rankings at the cost of high computation time. Similar outcomes in the context of minimizing an average distance
can be obtained with the local search algorithms. They find the compromise rankings faster than the genetic algorithms,
though still requiring significant time. When the latter is a paramount concern, it is recommended to use simulated anneal-
ing, which proves to be the fastest metaheuristic. This method was one of the best approaches when minimizing the max-
imal distance, mainly when the input rankings differed vastly. In both utilitarian and egalitarian settings, tabu search
attained the best outcomes for many considered instances. However, its computations took longer than for simulated
annealing, and for some other instances, it was outperformed by all remaining metaheuristics.

The proposed algorithms work, without any additional adjustments, for any distance matrix for the preference, indiffer-
ence, and incomparability relations. In this paper, we used the distances that were justified by a set of axioms as well as log-
ical and significance conditions. However, by setting them to some arbitrarily selected values, one may provide some specific
guidelines for constructing a group compromise ranking. For example, if the distances between incomparability and other
relations would be relatively great, the algorithm might avoid imposing incomparability in the final preorder. Moreover,
even though symmetry is one of the basic axioms underlying the definition of a distance, one can opt to use an asymmetric
matrix. In particular, one can promote the preference relation over incomparability in the output ranking. Assuming that in
an ordered pair of relations, the first one corresponds to the input ranking and the other one to the output ranking, this can
be attained, e.g., by requiring that a distance for ?; Pþ

� �
is lesser than for Pþ; ?

� �
. Such adaptations should account for a trade-

off between using a rigorous mathematical concept and adequately representing a particular group decision problem.
We envisage the following directions for future research. First, when executing the algorithms, we assumed that the val-

ues of some parameters (e.g., the number of iterations not yielding any improvement, the probability of mutation in the
genetic algorithms, or the pace of temperature decrease in simulated annealing) were fixed. These values were selected fol-
lowing the results of some internal experiments. However, in general, a set of parameter values leading to the best results
could be different for each problem. Hence, one should investigate how to select them for a particular instance. Second, to
compare various algorithms fairly, they shared the same operators for modifying the rankings. Even though we tested a vari-
ety of options for these operators (the worse performing were not reported in the paper), it would be beneficial to verify even
more variants. The most promising direction concerns the elaboration of the neighborhood operators based on fuzzy logic. In
the same spirit, one could work on novel procedures for restoring the ranking’s transitivity based on, e.g., cutting some arcs
that would break the potential cycles. Third, other metaheuristics or combinations of the already used ones can be tested. For
example, a local search method can be used to find some local optima that can be subsequently employed as an initial pop-
ulation for the genetic algorithms.

Finally, let us emphasize that our contribution was mainly methodological and consisted of introducing various
approaches for constructing an egalitarian or a utilitarian compromise ranking. In most real-world decision problems, only
one approach would be adopted. An exciting and practically relevant direction for future research consists of verifying the
suggested ranking in terms of the DMs’ commitment to the agreement, sense of justice, and satisfaction [50]. The latter two
variables can be measured on a Likert-type scale of, e.g., five levels. According to [50], the chances that the sense of justice
and satisfaction are greater when compromise is supported by some mathematical or decision support method. However,
such verification can be conducted only in the context of a concrete real-world problem involving real-world DMs. Therefore,
it cannot be part of the experimental verification where preferences or individual rankings are simulated. Testing and
employing the proposed algorithms to real-world group decision problems is the most appealing direction for future works.
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G. Miebs and Miłosz Kadziński Information Sciences 560 (2021) 107–136

134



Declaration of Competing Interest

The authors declare that they have no known competing financial interests or personal relationships that could have
appeared to influence the work reported in this paper.

Acknowledgments

Grzegorz Miebs acknowledges support from the Polish Ministry of Science and Higher Education under the Diamond
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a b s t r a c t 

We present a new methodology to lead the selection of Multiple Criteria Decision Analysis (MCDA) meth- 

ods. It is implemented in the Multiple Criteria Decision Analysis Methods Selection Software (MCDA- 

MSS), a decision support system that helps analysts answer a recurring question in decision science: 

“Which is the most suitable Multiple Criteria Decision Analysis method (or a subset of MCDA methods) that 

should be used for a given Decision-Making Problem (DMP)?”. The MCDA-MSS provides guidance to lead 

decision-making processes and choose among an extensive collection ( > 200) of MCDA methods. These 

are assessed according to an original comprehensive set of problem characteristics. The accounted fea- 

tures concern problem formulation, preference elicitation and types of preference information, desired 

features of a preference model, and construction of the decision recommendation. The applicability of the 

MCDA-MSS has been tested on several case studies. The MCDA-MSS includes the capabilities of (i) cover- 

ing from very simple to very complex DMPs, (ii) offering recommendations for DMPs that do not match 

any method from the collection, (iii) helping analysts prioritize efforts for reducing gaps in the descrip- 

tion of the DMPs, and (iv) unveiling methodological mistakes that occur in the selection of the methods. 

A community-wide initiative involving experts in MCDA methodology, analysts using these methods, and 

decision-makers receiving decision recommendations will contribute to the expansion of the MCDA-MSS. 

© 2022 The Author(s). Published by Elsevier B.V. 

This is an open access article under the CC BY license ( http://creativecommons.org/licenses/by/4.0/ ) 

1. Introduction 

Multiple Criteria Decision Analysis (MCDA) is a scientific pro- 

cess aiming to frame Decision-Making Problems (DMPs) and de- 

velop a comprehensive assessment of alternatives ( Cinelli, 2017 ; 

Roy, 1990 ; Tsoukiàs, 2007 ). It has two key potentials. First, it al- 

lows identifying, with structured and traceable protocols, the al- 

ternatives to be considered and the criteria to evaluate them. Sec- 

ond, it enables conveying a wealth of information that describes 

each alternative in a synthetic fashion, like a ranking from the best 

to the worst, a sorting of good, medium, and bad classes, or the 

choice of a subset of the most preferred alternatives. 

∗ Corresponding author. 

E-mail addresses: m.cinelli@luc.leidenuniv.nl (M. Cinelli), 

milosz.kadzinski@cs.put.poznan.pl (M. Kadzi ́nski), gregorz.miebs@cs.put.poznan.pl 

(G. Miebs), gonzalez.michael@epa.gov (M. Gonzalez), 

roman.slowinski@cs.put.poznan.pl (R. Słowi ́nski). 

There are several complexities involved in conducting the 

MCDA process. These include (i) the framing of the decision situa- 

tion to be studied ( Ley-Borrás, 2015 ), (ii) generation and character- 

ization of alternatives to be considered ( Keeney, 1996 ), (iii) devel- 

opment and identification of evaluation criteria ( Keeney & Gregory, 

2005 ), and (iv) selection of MCDA methods for each case study 

( W ̨atróbski, Jankowski, Ziemba, Karczmarczyk & Zioło, 2019 ). Due 

to these complexities, tools are needed to aid the MCDA-based 

research. This paper proposes a novel methodology to select an 

MCDA method, or a subset of these methods, relevant for a par- 

ticular DMP. In order to enable its use by decision analysts, it is 

implemented in a Decision Support System (DSS) called the MCDA 

Methods Selection Software (MCDA-MSS). 

Over the last few decades, the number of MCDA methods 

has grown steadily ( Alinezhad & Khalili, 2019 ; Greco, Ehrgott & 

Figueira, 2016a ; Hwang & Yoon, 1981 ), and an analyst can find it 

challenging to select the most suitable method. The main issue 

that a decision analyst is faced with is summarized by this ques- 

tion: 

https://doi.org/10.1016/j.ejor.2022.01.011 
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Fig. 1. The challenge faced by decision analysts when the DMP is structured. (For interpretation of the references to colour in this figure legend, the reader is referred to 

the web version of this article.) 

“Which is the most appropriate MCDA method (or a subset of 

methods) that should be used for a given DMP?”

This dilemma and one possible solution are presented in Fig. 1 . 

The analyst is usually in a situation where the characteristics of 

the DMP must be accounted for in order to lead to selecting the 

MCDA method(s) that fit best with the DMP. 

These characteristics are the features or elements that define 

the MCDA process. As seen in Fig. 1 , the elements (light blue 

boxes) are: (i) desired recommendation is a ranking of the alter- 

natives, (ii) criteria are structured hierarchically, (iii) the evalua- 

tion scales of the criteria are deterministic, and (iv) weights of the 

criteria are exact trade-offs. Thus, the challenge consists in find- 

ing the MCDA method(s) that can support these characteristics, 

which with this simple example could be a weighted sum with 

normalization ( Itsubo, 2015 ) or MAVT ( von Winterfeldt & Edwards, 

1986 ). In other words, the challenge is to obtain a match between 

the DMP characteristics and the MCDA method(s) that can address 

such characteristics or at least satisfy as many of them as possible. 

To avoid overwhelming the analysts and Decision Makers (DMs) 

with a wide pool of methods and/or prevent wrongly choosing the 

method(s) (or at least not selecting the most suitable one), tools 

are needed to assist analysts in choosing an MCDA method(s) for 

each specific application. It is essential to also add that the conse- 

quences of choosing an inadequate method among the plethora of 

those available are substantial. This can lead to neglecting some 

critical aspects of the problem, undesired compromises, and ul- 

timately lead to a recommendation not aligned with the actual 

problem’s characteristics and preferences of the involved stake- 

holders ( Ebert & Welsch, 2004 ). An additional warning sign is the 

fact that popularity, simplicity, and intuitiveness are among the 

main reasons for selecting MCDA methods ( Cajot, Mirakyan, Koch 

& Maréchal, 2017 ). These are some key reasons that drove the 

emergence of DSSs to aid in selecting MCDA method(s), which are 

briefly reviewed in the next section. 

1.1. Review of DSSs for MCDA method(s) recommendation 

MCDA methods selection is an MCDA problem in its own right 

( Gershon, 1981 ; Guarini, Battisti & Chiovitti, 2018 ). It involves the 

MCDA methods as the alternatives and their decision support capa- 

bilities as the evaluation criteria. The most up-to-date comprehen- 

sive review of the available DSSs for MCDA method(s) recommen- 

dation has been recently presented by Cinelli, Kadzi ́nski, Gonzalez 

and Słowi ́nski (2020) . They analyzed 23 of these DSSs and clus- 

tered them into three groups: (i) rule-based, (ii) algorithm-based, 

and (iii) artificial neural network-based. It was found that each DSS 

is structured on a formal representation of the methods, which 

can be called a taxonomy. In these DSSs, the taxonomy contains a 

set of characteristics (i.e., features) that describe the MCDA meth- 

ods and the types of decision-making challenges they can support 

solving. For example, Celik and Topcu (2009) investigated the type 

of supported problem statement, measurement scale, weights, and 

thresholds. Benoit and Rousseaux (2003) emphasized the effect of 

the level of compensation in each method and the sensitivity to 

thresholds. Gershon and Duckstein (1983) highlighted the qualita- 

tive features, like the easiness of use, processing time needed to 

compile the data required for the method, and alternatives and/or 

criteria the MCDA method can work with. Salinesi and Kornyshova 

(2006) focused on the possible dynamic character of the DMP, the 

structure of the family of criteria (i.e., flat or hierarchical), and the 

type of preference models. 

1.2. Motivation: What’s missing in the existing DSSs for MCDA 

method(s) recommendation? 

DSSs for MCDA method(s) recommendation require their own 

criteria to lead the selection process. As indicated by Cajot et al. 

(2017) , a system capable of describing the MCDA methods and the 

practical implications of using one method rather than another is 

pivotal for these DSSs. This requires the systematic axiomatization 

of MCDA methods, which was an issue that already emerged in 

the 1990s’ ( French, 1993 ), but has only been addressed partially 

thus far. An initial contribution to achieving this ambitious tar- 

get was presented in the recent review by Cinelli et al. (2020) , 

which analyzed 56 peer-reviewed publications that consider the 

features (called characteristics) that should be accounted for when 

conducting an MCDA process and leading to the selection of an 

MCDA method or a subset of these methods. This work resulted in 

a comprehensive taxonomy to describe the MCDA process as well 

as its methods. The taxonomy is composed of 10 main characteris- 

tics (and sub-characteristics) clustered into three phases. The first 

is the problem formulation phase, which examines problem typol- 

ogy, the structure of the criteria, and evaluating the performance of 

alternatives. The second phase is focused on how the decision rec- 

ommendation is developed with different strategies to elicit pref- 

erences of the DMs, among which the type of weights, thresh- 

olds, aggregation functions, and indirect elicitation approaches. The 

third phase is focused on the technical support to handle the prob- 

lem with an MCDA software and the qualitative features of the 

DMP, describing how complex and flexible the method is, its data 

preparation requirements, and its reported use in the relevant lit- 

erature. 

The available DSSs include a limited set of taxonomy charac- 

teristics to describe the MCDA methods and their decision support 

capabilities ( Cinelli et al., 2020 ). This means that they do not ac- 

count for several key problem characteristics that analysts regu- 

larly deal with, making it difficult to identify the relevant MCDA 

method(s) in real case studies. These include, among others, the 

presence of hierarchies in the set of criteria, the type of prefer- 

ences provided by the decision makers (i.e., direct or indirect), a 
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wide array of uncertainty analyses, the mathematical foundations 

of the underlying algorithms, and the capacity to handle inconsis- 

tent and/or dynamic datasets and preferences. Consequently, the 

type of MCDA problems that can be tackled and the way MCDA 

methods can be described with the available DSSs are limited to 

a subset of the proposed features in Cinelli et al. (2020) . In addi- 

tion, the available DSSs consider a rather limited group of methods, 

ranging from five ( Li, Weston & Mavris, 2008 ) to 56 ( W ̨atróbski 

et al., 2019 ). This means a large share of the most recent and 

advanced methods is not included in the available DSSs. What is 

more, the available DSSs do not face critical issues that can emerge 

when searching for an MCDA method for a particular case study. 

These include the cases when (i) no method is recommended or 

(ii) many methods are recommended. In the first case, the ana- 

lyst finds himself in a situation where no decision support is pro- 

vided at all, while in the second one, the too general advice is 

given. 

1.3. Main contributions of the paper 

This paper proposes the MCDA-MSS, a DSS that tackles the re- 

search gaps listed above by integrating a novel methodology de- 

veloped to lead a comprehensive, dynamic and transparent selec- 

tion process of the most suitable MCDA method(s) for every DMP. 

This DSS has two aims: (i) to allow describing complex DMPs and 

distinguish many methods proposed for MCDA by means of a set 

of relevant features (characteristics), and (ii) to guide an analyst 

assisting a DM in choosing the most appropriate method(s) for a 

given MCDA problem. The MCDA-MSS is now available for free at 

the following link http://mcdamss.com . The type of DMP we con- 

sider involves a one-stage decision by a single decision maker, con- 

cerning a finite set of alternatives with known consequences, eval- 

uated by a finite set of conflicting criteria. 

The users of the MCDA-MSS are envisioned to be of three main 

types: 

• Type 1: Experienced MCDA users (including teachers) who 

want to use the tool for educational purposes. These educators 

can use the software to train future decision analysts (including 

students) by catering a comprehensive overview of the features 

that characterize MCDA processes and the methods that can be 

used to provide decision recommendations to the DMs; 
• Type 2: MCDA methods developers and researchers who want 

to test, compare, and comprehend the characteristics of the ex- 

isting MCDA methods and/or to develop new and more ad- 

vanced ones; 
• Type 3: MCDA methods developers and practitioners (including 

consultants and analysts) who want to support actual DMs in 

applying these methods in real-life DMPs. 

Compared to the existing DSSs, the MCDA-MSS provides several 

unique contributions. First, it uses a comprehensive taxonomy of 

156 characteristics to describe MCDA methods within its library, 

updating the taxonomy presented in Cinelli et al. (2020) , which 

included “only” 66. The taxonomy in the MCDA-MSS thus repre- 

sents the most detailed vocabulary that can be used to describe 

and develop MCDA methods and guide complex DMPs. Second, 

it includes a large set of MCDA methods, more than 200, which 

represent different approaches, schools, tendencies, and method- 

ological streams that have evolved in the field of MCDA over the 

past sixty years. As a result, we offer the most comprehensive 

database of MCDA methods. Their number is almost four times 

greater than in the state-of-the-art decision support system elab- 

orated by W ̨atróbski et al. in 2019. Third, it provides solutions to 

cases where no method matches all the requirements set by the 

analysts. These solutions involve a dialog with the DM concerning 

demands that must be fulfilled by the recommended methods and 

aiming at maximizing the share of requirements that can be sat- 

isfied. Fourth, it offers a strategy to reduce a large set of relevant 

methods when there is much uncertainty in the description of the 

DMP. It suggests the questions that maximize the potential infor- 

mation gain from the users’ answers by minimizing the number of 

recommended methods once a desired feature is specified. Fifth, it 

can be used as an identifier of errors in MCDA method selection. 

This capacity is illustrated by studying ten case studies reported in 

the literature and discussing the reasons for mismatches of MCDA 

methods. 

The paper is structured as follows. Section 2 presents the 

methodology that was used to develop MCDA-MSS and test it with 

a set of case studies. Section 3 describes the application of MCDA- 

MSS to the case studies and the contributions that it provides. Sec- 

tion 4 concludes the paper and provides some avenues for future 

research. 

2. MCDA-MSS development 

The methodology formulated to develop and test the MCDA- 

MSS included three stages (see Fig. 2 ). The first stage concentrates 

on shaping the taxonomy used within the MCDA-MSS to describe 

each MCDA method in its library. The second stage is tailored to 

the development of the MCDA-MSS in a web-software form, while 

the last stage focuses on testing the MCDA-MSS on a series of case 

studies to assess its usability and performance. Each stage is de- 

scribed in detail in the following sections. 

2.1. Stage 1: Develop the taxonomy and the database of MCDA 

methods used in the MCDA-MSS 

Stage 1 was focused on (i) the development of the methodolog- 

ical backbone of the MCDA-MSS, i.e., the taxonomy of characteris- 

tics (i.e., features) used to describe the MCDA methods, and (ii) the 

database of MCDA methods themselves. This was achieved in two 

steps. The first one was the study of the taxonomy introduced in 

Cinelli et al. (2020) , called here taxonomy v.1 . The second one con- 

sisted in its application to a large set of MCDA methods. The ratio- 

nale for the selected methods, together with their brief description, 

is given in Section 2.1.2 and Appendix A in the Electronic Supple- 

mentary Information (ESI). An important remark on the database 

of methods in the MCDA-MSS is that the objective was not to in- 

clude all the available MCDA methods but rather propose an ini- 

tially wide list, which can be complemented in the future. Also, the 

current focus has been on methods for a single DM, while those for 

group DMs can be a topic of further inclusion (see Section 4.2 for 

future research avenues). 

2.1.1. The taxonomy used in the MCDA-MSS 

The application of taxonomy v.1 from Cinelli et al. (2020) to 

the MCDA methods led to its refinement and revision, resulting 

in an elaborated form, called taxonomy v.2 , that has been imple- 

mented in the MCDA-MSS. Its structure is shown in Table S1 in 

Appendix B of the ESI. This one expanded and also restructured 

the first two phases, while the third one was not included. The 

reason for such exclusion is that the MCDA-MSS aims at describing 

the MCDA methods according to the features that can be evaluated 

as objectively as possible. Being that the third phase of the taxon- 

omy in Cinelli et al. (2020) focused on qualitative features, it did 

not fit with the purpose of the MCDA-MSS. Two examples of these 

qualitative features are easiness of use of the method and the time 

required to compile the needed data to use the method. Their as- 

sessment depends on the knowledge and expertise of the analysts 

who lead the MCDA process, and so they cannot be characterized 

objectively. 
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Fig. 2. The methodology used to develop and test the MCDA-MSS. 

The differences between taxonomy v.1 and v.2 are substantial, 

starting from the number of considered objective features. Those 

in taxonomy v.1 of ( Cinelli et al., 2020 ) are 66, while those in tax- 

onomy v.2 of the MCDA-MSS are 156. As a matter of context re- 

garding the most recent software to recommend MCDA methods, 

the number of features they account for is 9 in W ̨atróbski et al. 

(2019) and 39 in Guarini et al. (2018) . 

The taxonomy in the MCDA-MSS is structured in four main sec- 

tions: 

1. Problem typology: Defines the type and structure of the DMP; 

2. Preference model: Defines what type of model the analyst 

would like to apply; 

3. Elicitation of preferences: Defines the type, modality, and fre- 

quency of elicited preferences; 

4. Exploitation of the preference relation induced by the prefer- 

ence model: Defines the strategy used to derive and enrich the 

decision recommendation. 

2.1.1.1. MCDA-MSS section 1: Problem typology (c.1). In the problem 

typology section, the analyst can define how the problem is framed 

by (i) choosing the type of DMP under consideration and (ii) de- 

scribing the criteria used to assess the alternatives. 

As far as the type of decision-making challenge is concerned, 

the problem statement (c.1.1), in other words, the kind of desired 

decision recommendation, can be of four types ( Belton & Stewart, 

2002 ; Cailloux, Lamboray & Nemery, 2007 ). These include ranking 

(i.e., order the alternatives from the most to the least preferred), 

sorting/ordinal classification (i.e., assign the alternatives to pre- 

defined preference-ordered decision classes), clustering (i.e., divide 

alternatives into groups according to some similarity measure or 

preference relation), and choice (i.e., select the most preferred sub- 

set of alternatives). Except for choice problems, it is also possible 

to distinguish the type of order of the alternatives/classes/clusters, 

as either partial or complete ( Roy, 2016b ). Partial ordering admits 

incomparability, and it does not necessarily lead to a univocal or- 

dering. This does not hold for the complete order, where all the 

alternatives/classes/clusters are ordered from the most to the least 

preferred. In addition, the scale leading the recommendation for 

ranking and sorting problems can also be chosen between ordi- 

nal and cardinal ( Roy, 2016b ). Ordinal recommendations are based 

on binary relations, where only the position of the alternatives is 

meaningful. In contrast, cardinal recommendations are driven by 

a score, where the distance between alternatives is meaningful in 

quantitative terms. As far as sorting and choice are concerned, it 

is possible to set the cardinality of the DMP, either with or with- 

out constraints ( Kadzi ́nski & Słowi ́nski, 2013 ). Cardinality with con- 

straints consists in the DMP where a pre-defined number of al- 

ternatives is either chosen or assigned to each class. On the con- 

trary, cardinality without constraints does not restrict the number 

of chosen alternatives or assignments to each decision class. The 

type of set of alternatives (c.1.2) can then also be chosen, being ei- 

ther stable (i.e., no new alternatives are foreseen and added to the 

set) or incremental (i.e., new alternatives keep arriving as the de- 

cision context evolves) ( Siebert & Keeney, 2015 ). The assumption 

that we applied in the development of the MCDA-MSS database is 

that methods that handle an incremental set of alternatives can 

also handle one with a stable set. In addition, in case the user 

chooses an incremental set of alternatives and the problem state- 

ments of ranking, choice, sorting with cardinality constraints, and 

clustering, the MCDA-MSS notes that the recommendation pro- 

vided by the suitable methods might change when new alterna- 

tives are added. 

Four features characterize the description of the criteria used 

to assess the alternatives. The first one is the structure of the set 

of criteria (c.1.3), being either flat (i.e., the criteria are all at the 

same level) or hierarchical (i.e., the criteria are organized in levels, 

hierarchically, from general to detailed ones) ( Marttunen, Belton & 

Lienert, 2018 ). The second is the type of performance of the criteria 

(c.1.4), which can be either deterministic (i.e., exact input) or un- 

certain Keeney and Gregory (2005) . A further differentiation here 

is on whether the performance of an alternative is provided on a 

criterion per se, or whether it refers to the performance of an al- 

ternative on a criterion with respect to the performance of another 

alternative on the same criterion, like in the Analytical Hierarchy 

Process (AHP) ( Saaty, 1980 ), for example. Uncertain performance 

includes multiple options, among which the lack of information, 

intervals, probability distributions, and fuzzy ( Dias, Antunes & In- 

sua, 2012 ). The third feature describing the criteria is the prefer- 

ence direction of the criteria (c.1.5), which defines whether the or- 

der of preference for the values of the criteria is known or has 

to be discovered ( Błaszczy ́nski, Greco & Słowi ́nski, 2012 ). In case 

it is known, two options are available. The first one is for mono- 

tonic criteria ( Nardo et al., 2008 ), whose order of preference is de- 
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fined as constantly non-decreasing or non-increasing with respect 

to the performances on the criterion. The second one is for non- 

monotonic criteria ( Pap, Marichal, Grabisch & Mesiar, 2009 ), whose 

order of preference is defined as non-decreasing or non-increasing 

in different regions of the evaluation scale with respect to the per- 

formances on the criterion. The taxonomy does not include at- 

tributes without preference-ordered scales, as the objective of the 

MCDA-MSS is to focus on problems that are characterized in clas- 

sical MCDA terms, where for each criterion, a preference-order can 

be assumed, even if the positive or negative monotonicity relation- 

ships do not hold in the whole evaluation space. The last feature 

in this section looks at whether the criteria set is complete or not 

(c.1.6) ( Roy, 2016b ). The set is complete if all criteria relevant for 

the problem and having an impact on the recommendation were 

identified at the problem modeling phase and included in the set. 

In contrast, it is incomplete when at least one criterion relevant for 

the problem and having a potential impact on the recommendation 

is not included in the set. As far as modeling assumptions used in 

the MCDA-MSS database are concerned, all methods that deal with 

a hierarchical structure of the set of criteria, accept uncertain crite- 

ria performances and/or incomplete criteria sets, are also assumed 

to handle a flat structure of the set of criteria, work with deter- 

ministic and/or complete criteria sets, respectively. Except for rule- 

based methods, when the user chooses an incomplete set of crite- 

ria, the MCDA-MSS points out that for the recommended methods, 

due to the aggregation of the performances on all the criteria in a 

single measure of quality, they should only be used when all rele- 

vant criteria are accounted for. 

2.1.1.2. MCDA-MSS section 2: Preference model (c.2). The definition 

of the preference model is the second section of the taxonomy 

in the MCDA-MSS. It consists of nine main features, starting with 

looking at the measurement scale used by the method (c.2.1). 

This can be of three types, ordinal (qualitative scale carrying or- 

der information), cardinal (quantitative scale carrying order infor- 

mation), and relative ( Pap et al., 2009 ). The first one only consid- 

ers the order of performances, the second accounts for the differ- 

ences between performances, and the third is grounded on com- 

parisons between alternatives to express preference intensity. The 

methods that use scales in a quantitative matter are further di- 

vided according to how they assess the performance of the alter- 

natives, into performance-based and pairwise comparison-based. 

In the former case, the methods evaluate the desirability of each 

alternative’s performance individually (e.g., in MAVT ( Keeney & 

Raiffa, 1976 )), while in the latter, the methods compare the al- 

ternatives pairwise to define if one performs at least as well as 

(or better than) another one (e.g., in ELECTRE methods ( Figueira, 

Mousseau & Roy, 2016 )). Performance-based methods that employ 

quantitative scales are moreover split according to how they treat 

the raw information before the aggregation step, distinguishing be- 

tween those applying linear, piecewise linear, and non-linear trans- 

formation strategies ( Cinelli, Spada, Kim, Zhang & Burgherr, 2021 ; 

Nardo et al., 2008 ). A subdivision is also applied to the pairwise 

comparison-based methods, discerning those that use comparisons 

of performance differences with (e.g., PROMETHEE methods ( Brans 

& De Smet, 2016 )) and without thresholds (e.g., EVAMIX ( Voogd, 

1982 )). Lastly, the taxonomy distinguishes between the methods 

that use relative comparisons of performances to express the in- 

tensity of preference either in ordinal (e.g., MACBETH ( Bana E Costa 

& Vansnick, 1999 )) or in ratio terms. The latter group further differ- 

entiates the methods according to whether they are performance- 

based (e.g., weighted means without transformation of criteria per- 

formances ( Itsubo, 2015 )) or pairwise comparison-based (e.g., AHP 

( Saaty, 1980 )). 

The second feature of the preference model is the one that con- 

siders how the comparison of the performances on the criteria is 

performed by the method. (c.2.2). Four options are provided with 

this feature: 

1. Performances are transformed with a data-driven normalization 

approach and then compared (e.g., Cinelli et al. (2021) ; Nardo 

et al. (2008) ); 

2. Performances are compared by the DM with respect to the 

graded intensity of preference: The comparisons are performed 

by the DM who has to choose one value from a scale that 

is pre-defined (e.g., Bana E Costa and Vansnick (1999) ; Saaty 

(1980) ); 

3. Performances are compared by the DM with respect to the non- 

graded intensity of preference: The comparisons are performed 

by the DM whose intensity of preference is not pre-defined in 

a set of values (e.g., Morton (2018) , , Siskos, Grigoroudis and 

Matsatsinis (2016) ); 

4. Raw performances are compared directly (e.g., Figueira et al. 

(2016) , Greco, Matarazzo and Słowi ́nski (2016b) ). 

The four features that follow define binarily whether standard 

components of MCDA methods are part of or not part of the DMP, 

being (i) the weights of the criteria (c.2.3), (ii) the per-criterion 

pairwise comparison thresholds (c.2.4), (iii) the interactions be- 

tween criteria (c.2.5), and (iv) the multi-criteria profiles (c.2.6). Cri- 

teria weights are used to differentiate the role of criteria in the ag- 

gregation procedure ( Greco, Ishizaka, Tasiou & Torrisi, 2019 ); per- 

criterion pairwise comparison thresholds characterize the prefer- 

ence sensitivity of the DM when comparing two alternatives on a 

single criterion ( Granata, 2017 ), interactions denote interdependen- 

cies between the criteria ( Grabisch & Labreuche, 2008 ), and multi- 

criteria profiles ( Dias & Mousseau, 2018 ) - not corresponding to the 

considered alternatives - serve as the basis for deriving the deci- 

sion recommendation by comparing the performances of the alter- 

natives with them. 

Compensation level between criteria (c.2.7) is the seventh char- 

acteristic of the preference model, looking at how much the good 

performance on a criterion can compensate for the poor perfor- 

mance on another criterion ( Rowley, Peters, Lundie & Moore, 2012 ). 

Methods are assigned to one or more of the three available com- 

pensatory levels, which are null, partial, and full ( Langhans, Re- 

ichert & Schuwirth, 2014 ). 

The eighth feature is focused on determining whether and how 

the aggregation of the performances on multiple criteria should be 

performed by the method (c.2.8). In case of no aggregation, the re- 

spective method will develop the recommendation by considering 

the evaluation of the alternatives on a criterion-by-criterion basis 

( Bouyssou, Marchant, Pirlot, Tsoukiàs & Vincke, 2006a ). In case the 

aggregation takes place, three options are available, being scoring 

functions, binary relations, and decision rules ( Słowi ́nski, Greco & 

Matarazzo, 2002 ). Scoring functions aggregate the individual crite- 

ria performances (usually normalized) to define the overall quality 

of each alternative ( Nardo et al., 2008 ). Methods using binary rela- 

tions employ pairwise comparisons of alternatives, which lead to a 

comprehensive assessment of each alternative ( Roy, 2016b ). Lastly, 

rule-based methods aggregate the performances on different cri- 

teria using information connectors in the form of "if …, then …" 

statements ( Greco et al., 2016b ). These aggregation options are not 

mutually exclusive, and the analyst can request a method that em- 

ploys one or more of these aggregation modes. 

The last feature for the definition of the preference model is the 

capacity to deal with inconsistent preference information (c.2.9). 

Three types of inconsistencies can be considered, including (i) only 

violation of dominance relation (e.g., DRSA-based method ( Greco 

et al., 2016b )), (ii) only other types of inconsistency, not includ- 

ing dominance (e.g., Best Worst Method ( Rezaei, 2015 ) and AHP 

( Saaty, 1980 )), and (iii) violation of dominance and other types of 

inconsistency (e.g., NAROR-Choquet ( Angilella, Greco & Matarazzo, 
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2010 )). The case of violation of dominance only is further split be- 

tween a strict and a relaxed treatment of the violation. The for- 

mer captures the inconsistency of all objects (individual alterna- 

tives or pairs) violating the dominance principle ( Greco, Matarazzo 

& Słowi ́nski, 2001a ). In contrast, the latter captures the inconsis- 

tency of all objects (individual alternatives or pairs) insufficiently 

consistent (defined by a user-specified threshold on the consis- 

tency measure) with respect to the dominance principle ( Greco, 

Matarazzo, Słowi ́nski & Stefanowski, 2001b ). The category includ- 

ing only other types of inconsistency and not including dominance 

accepts two sub-categories. The first one consists in handling in- 

consistency with respect to relative comparisons expressed on a 

cardinal scale for different pairs of alternatives and/or criteria (i.e., 

cardinal inconsistency) ( Saaty, 1980 ). The second refers to the ca- 

pacity of handling inconsistency with respect to relative compar- 

isons expressed on a cardinal scale for the same pair of crite- 

ria (i.e., inconsistency concerning preference comparison of crite- 

ria) ( Rezaei, 2015 ). The most comprehensive set of inconsistencies 

is the third one, as it captures the inconsistency of all pieces of 

preference information that violate the dominance principle and/or 

cannot be reproduced with an assumed (score- or relation-based) 

preference model. 

2.1.1.3. MCDA-MSS section 3: Elicitation of preferences (c.3). The type 

(c.3.1), frequency (c.3.2), and confidence (c.3.3) of preferences pro- 

vision constitute the third section of the taxonomy. The first main 

distinction is between the type of preferences, which can either be 

direct or indirect ( Dias, Morton & Quigley, 2018 ). In case they are 

direct (c.3.1.1), the model parameters are defined directly, while in 

the indirect mode (c.3.1.2), local or holistic judgments of the ex- 

perts/DMs on some reference alternatives are used to elicit them. 

With respect to direct preferences, the analyst can define whether 

the features are either specified directly by the decision maker or 

not. The latter includes DMPs where the model parameters are 

missing, they cannot be specified, or the decision maker requires 

a method that does not use them. 

Direct preferences (c.3.1.1) include four characteristics, start- 

ing from the weights of the criteria (c.3.1.1.1), which can be used 

to set the difference of importance between them ( Greco et al., 

2019 ). Two distinctive overarching categories can be defined for 

the type of criteria weights, namely precise and imprecise. As 

part of the precise ones, trade-offs and importance coefficients 

are distinguished ( Munda & Nardo, 2005 ). Trade-offs indicate the 

exchange rate accepted between the criteria to compensate each 

other performance ( Munda, 2008 ). Relative importance coefficients 

specify the strength of one criterion in comparison with others 

in a voting-line procedure ( Munda & Nardo, 2005 ). Weights as 

precise relative importance coefficients are further split in those 

defined per-criterion ( Riabacke, Danielson & Ekenberg, 2012 ) and 

with pairwise comparison ratios (e.g., the AHP method ( Saaty, 

1980 )). 

In the case of imprecise weights, where no exact values are de- 

fined and they are driven by constraints of a different type, mul- 

tiple options can be chosen, including missing input ( Lahdelma, 

Hokkanen & Salminen, 1998 ), fuzzy numbers ( N ̆ad ̆aban, Dzitac 

& Dzitac, 2016 ), ordering of some or all criteria with or with- 

out intensity of preferences ( Dias & Climaco, 20 0 0 ; Punkka & 

Salo, 2013 ), pairwise comparison-based difference of importance 

( Angilella et al., 2010 ), ratios ( Salo & Hämäläinen, 1992 ), distribu- 

tions ( Pelissari, Oliveira, Amor, Kandakoglu & Helleno, 2020 ), in- 

tervals ( Ahn, 2017 ), and rank requirements ( Salo & Punkka, 2005 ). 

The distinction between absolute comparisons (i.e., per-criterion) 

and pairwise comparison ratios is also applied. With respect to 

the assumptions made in the development of the MCDA-MSS 

database, the methods that accept imprecise weights are also as- 

sumed to work with the weights in their precise form (e.g., SMAA- 

PROMETHEE II ( Corrente, Figueira & Greco, 2014 ) can work with 

imprecise weights defined with an ordering of some of the crite- 

ria, but it can also accept precise relative importance coefficients). 

Pairwise comparison thresholds (c.3.1.1.2) are the second char- 

acteristic of direct preferences. They can be used to characterize 

the preference sensitivity of the DM when comparing two alterna- 

tives. The three most common types are included, being indiffer- 

ence, preference, and veto thresholds ( Figueira et al., 2016 ), each 

distinguished according to whether they are precise or imprecise. 

Indifference threshold is the maximum difference between perfor- 

mances of two alternatives under which they are considered indif- 

ferent (e.g., if the prices of two cars differ by not more than $100, 

then they are indifferent on the price) ( Dias & Mousseau, 2018 ). 

Preference threshold sets the minimum difference between perfor- 

mances of two alternatives above which a strict preference can be 

defined (e.g., if the price of two cars differs by at least $20 0 0, 

then one strictly prefers the cheaper option) ( Dias & Mousseau, 

2018 ). Veto threshold determines the minimum difference in per- 

formances of two alternatives which, when exceeded, invalids the 

preference of the worse alternative over the better one, irrespec- 

tive of their performances on the remaining criteria (e.g., if one 

car costs more than $10,0 0 0 in comparison to another car, then 

the former cannot be preferred to it at the comprehensive level de- 

spite its advantages on the remaining criteria) ( Dias & Mousseau, 

2006 ). It was assumed that methods using these imprecise pair- 

wise comparison thresholds could also accept precise ones. Even 

though we explicitly consider only three types of thresholds, more 

do exist (e.g., discordance, reinforced preference, or counter-veto) 

( Roy & Słowi ́nski, 2008 ). When the use of these others in MCDA 

becomes more common, the taxonomy can be extended to account 

for each of them explicitly. 

The third feature of direct preferences is the type of interac- 

tions between the criteria (c.3.1.1.3), which are divided into two 

groups, (i) positive and negative and (ii) antagonistic. Positive in- 

teraction means that the comprehensive impact of the criteria on 

the quality of an alternative is greater than the impact of these 

criteria taken separately ( Grabisch & Labreuche, 2008 ). Negative in- 

teraction implies that the comprehensive impact of the criteria on 

the quality of an alternative is smaller than the impact of these 

criteria taken separately ( Grabisch & Labreuche, 2008 ). The antag- 

onistic effect operates by lowering the influence of other criteria 

in the case the performance on one criterion is very low ( Figueira, 

Greco & Roy, 2009a ). All these interactions can be provided as pre- 

cise and imprecise, according to how much knowledge is available 

on the DMP. 

The last feature of the direct preferences is the definition of the 

discriminatory profiles (c.3.1.1.4) when sorting, choice, and ranking 

problems are chosen. This can be attained either by using char- 

acteristic profiles (i.e., representative/most typical for each class) 

( Almeida-Dias, Figueira & Roy, 2010 ) or boundary profiles (i.e., 

DM-specified frontiers/boundaries which steer their assessment) 

( Figueira et al., 2016 ). The methods may incorporate single or mul- 

tiple profiles to characterize each class or form the basis for com- 

paring the existing alternatives ( Fernández, Figueira, Navarro & 

Roy, 2017 ). What is more, profiles for sorting are differentiated be- 

tween precise and imprecise ( Fernández, Figueira & Navarro, 2020 ), 

using the modeling assumption that methods accepting the impre- 

cise type also accept the precise one. 

There exist other types of parameters whose values need to 

be specified to run a specific method and derive a recommenda- 

tion. Such example parameters include a number of characteris- 

tic points of marginal value functions deciding upon their flexi- 

bility and ability for representing various decision-making policies 

( Jacquet-Lagreze & Siskos, 1982 ), a credibility threshold indicating 

the minimal value of a valued outranking relation justifying the 

truth of a crisp relation ( Figueira et al., 2016 ), or a compensation 
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parameter between different types of aggregation functions that 

are jointly used to evaluate decision alternatives ( Brauers & Zavad- 

skas, 2010 ). However, they cannot be categorized under any more 

general type of characteristic. 

Direct specification of model parameters is sometimes a chal- 

lenging task for the DM, who might have difficulties in under- 

standing their meaning and/or not have the time to devote to pro- 

viding input on each of them. For these reasons, indirect elicitation 

techniques (c.3.1.2) that use local or holistic judgments of the ex- 

perts/DMs on some reference alternatives have become popular in 

the last decades ( Doumpos & Zopounidis, 2011 ; Jacquet-Lagrèze & 

Siskos, 2001 ). The reasons are that experts/DMs find themselves 

more comfortable in exerting choices rather than explaining them 

( Buchanan & O’Connell, 2006 ). 

As far as sorting problems are concerned, six types of indirect 

preferences are offered. The first is the assignment of reference al- 

ternatives to decision classes ( Özpeynirci, Özpeynirci & Mousseau, 

2018 ), while the second one accounts for such assignment but with 

a variable level of certainty ( Liu, Kadzi ́nski, Liao, Mao & Wang, 

2020 ). The third type is the assignment-based pairwise compar- 

isons of alternatives (e.g., alternative A should be assigned to a 

decision class at least as good as alternative B) ( Özpeynirci et al., 

2018 ). And the fourth is the desired comprehensive value of al- 

ternatives assigned to a given class or class range (e.g., alterna- 

tives assigned to a class at most medium should have a value not 

greater than 0.4) ( Kadzi ́nski, Ciomek & Słowi ́nski, 2015 ). The last 

two options include the comparisons of reference alternatives with 

respect to intensity of preference expressed on an ordinal ( Ishizaka 

& Gordon, 2017 ) or ratio scale ( Ishizaka, Pearman & Nemery, 2012 ), 

respectively. 

Regarding ranking and choice problems, five types of indirect 

preferences are considered. The pairwise comparisons of the alter- 

natives (e.g., alternative A is preferred to alternative B) represents 

the first type. The second consists in the comparisons of reference 

alternatives with respect to the intensity of preference expressed 

on an ordinal scale (e.g., alternative A is very strongly preferred to 

alternative B) ( Argyris, Morton & Figueira, 2014 ), followed by the 

comparisons of reference alternatives with respect to the intensity 

of preference expressed on a ratio scale (e.g., alternative A is pre- 

ferred to alternative B by a factor of 2 on criterion 1) ( Saaty, 1980 ). 

The set is completed by the rank-related requirement (e.g., alter- 

native A is in the top 3) ( Kadzi ́nski, Greco & Słowi ́nski, 2013 ) and 

by the desired comprehensive value of alternatives (e.g., the value 

of the alternative with at least the fifth rank is at least 0.6) ( Salo 

& Hamalainen, 2001 ). 

The second to last feature of the preference model is the fre- 

quency of preference input (c.3.2). It distinguishes whether the 

preferences are provided at the start of the elicitation process 

or whether they are given successively in different iterations 

( Tsoukiàs, 2007 ), thus encouraging the user to observe the evolu- 

tion or convergence of the recommendation. 

The elicitation of preferences is completed by accounting for 

the level of confidence in the provided preferences (c.3.3), offering 

the option of distinguishing between preferences with or without a 

confidence level, with such levels that can be, e.g., characterized by 

the statements ‘‘absolutely sure”, ‘‘sure”, or ‘‘mildly sure” ( Greco, 

Mousseau & Słowi ́nski, 2010 ). The modeling assumption used here 

for the MCDA-MSS database development is that methods working 

with a level of confidence can also work without it. 

2.1.1.4. MCDA-MSS section 4: Exploitation of the preference relation 

induced by the preference model (c.4). The last section of the taxon- 

omy aims to delineate how the preference relation induced by the 

preference model should be exploited to derive or enhance the de- 

cision recommendation ( Perny & Roubens, 1998 ; Pirlot, 1995 ). Two 

main options are available, with a univocal recommendation (c.4.1) 

on one side, and the output variability analysis (c.4.2) on the other 

side. The first consists in offering a univocal outcome for the cho- 

sen problem statement. The second focuses on showing how vari- 

able the recommendation can be when there is uncertainty with 

respect to the performances of alternatives and/or representation 

of the DM’s preferences by an assumed preference model ( Dias, 

2007 ). 

Univocal recommendations can be derived with or without out- 

put variability analysis. When no output variability analysis is used 

(c.4.1.1), the recommendation can be provided either by a single 

or multiple contingent models ( Kadzi ́nski, Ghaderi & D ̨abrowski, 

2020 ). The option of a single model is further differentiated in de- 

terministic and representative. The deterministic model is a sin- 

gle preference model instance with precise parameter values di- 

rectly specified by the DM ( Nardo et al., 2008 ). The representative 

model is a single preference model instance with precise parame- 

ter values that are either selected by the method (i.e., algorithmic) 

( Jacquet-Lagreze & Siskos, 1982 ) or directly chosen by the DM (i.e., 

direct involvement) (in both cases, there exist other possible pref- 

erence model instances) ( Kostkowski & Słowi ́nski, 1996 ). 

When output variability analysis is embedded in the develop- 

ment of the univocal recommendation (c.4.1.2), the taxonomy (and 

the MCDA-MSS) offers two options. The first is compromise ex- 

ploitation, where the univocal recommendation is constructed by 

aggregating or building on the outcomes of output variability anal- 

ysis without selecting a representative preference model instance 

( Vetschera, 2017 ). The second is representative exploitation, which 

derives the univocal recommendation from an application of a rep- 

resentative preference model instance selected based on the out- 

comes of output variability analysis ( Greco, Kadzi ́nski & Słowi ́nski, 

2011 ; Kadzi ́nski, Greco & Słowi ́nski, 2012b ). 

The last part of the taxonomy is devoted to defining how to 

conduct the output variability analysis (c.4.2.1) and which results 

to focus on for the output variability analysis (c.4.2.2). Two types 

of analysis (c.4.2.1) can be performed, with the first providing 

the extreme results with all compatible models ( Corrente, Greco, 

Kadzi ́nski & Słowi ́nski, 2013 ) and the second supplying the distri- 

bution of results with a sample of compatible models ( Lahdelma 

& Salminen, 2010 ). Regarding what results to focus on when per- 

forming the output variability analysis (c.4.2.2), a distinction is 

made between choice, ranking, and sorting problems. For choice 

and ranking problems, the exploitation of the preference relation 

induced by the preference model can be tailored to the selection 

of the alternatives (e.g., with robustness analysis on the kernel 

and/or preference relations ( Govindan, Kadzi ́nski, Ehling & Miebs, 

2019 )), the ranking (e.g., with extreme ranking analysis ( Kadzi ́nski, 

Greco & Słowi ́nski, 2012a )), the score (e.g., with score variability 

( Dias & Climaco, 20 0 0 )), the preference relations and also prefer- 

ence intensities ( Figueira, Greco & Słowi ́nski, 2009b ). For sorting 

problems, the exploitation of the preference relation induced by 

the preference model is available for class assignments (e.g., alter- 

native A is assigned to class 2 with all the models ( Greco et al., 

2010 )), assignment based pairwise relations (e.g., alternative A is 

assigned to a class at least as good as alternative B for all models) 

( Kadzi ́nski et al., 2015 ), and class cardinalities (e.g., at least ten and 

at most 15 alternatives can be assigned to class medium ( Kadzi ́nski 

et al., 2015 )). 

2.1.2. The database of MCDA methods used in the MCDA-MSS 

The database of 205 MCDA methods in the MCDA-MSS is, 

to the best of the authors’ knowledge, the widest available of 

the DSSs that have been proposed to recommend such meth- 

ods. It comprises representatives of the three main families of 

MCDA methods, namely approaches incorporating scoring func- 

tions, binary relations, and decision rules. As far as the meth- 

ods employing scoring functions are concerned, there are widely 
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used representatives like AHP ( Saaty, 1980 ), ANP ( Saaty, 2016 ), 

MAVT ( Keeney & Raiffa, 1976 ), TOPSIS ( Hwang & Yoon, 1981 ), 

VIKOR ( Opricovic & Tzeng, 2004 ), and additive weighted aver- 

age ( Razmak & Aouni, 2014 ). Less common methods like EVAMIX 

( Voogd, 1982 ) and REMBRANDT ( Van den Honert & Lootsma, 

20 0 0 ) complement this set. A similar trend is visible for the bi- 

nary relation methods, where several original options of the most 

used from this family were included, namely those from ELECTRE 

and PROMETHEE ones ( Behzadian, Kazemzadeh, Albadvi & Agh- 

dasi, 2010 ; Govindan & Jepsen, 2016 ). In this case, too, less fre- 

quently used methods are incorporated, such as ARGUS ( De Keyser 

& Peeters, 1994 ), NAIADE ( Munda, 1995 ), QUALIFLEX ( Paelinck, 

1976 ), and REGIME ( Hinloopen, Nijkamp & Rietveld, 1983 ). Regard- 

ing methods based on decision rules, this led to the inclusion 

of Dominance-based Rough Set Approach (DRSA) methods ( Greco 

et al., 2016b ), which have never been accounted for in this type of 

DSSs. 

A broad set of methods that include dated as well as recent 

developments in the MCDA area was then selected to complement 

the dataset. The rationale for their selection was as follows: 

1. Expansion of ELECTRE and PROMETHEE methods to account for 

the advancement of these well-known methods to deal with 

more elaborate DMPs, like ELECTRE TRI-nB ( Fernández et al., 

2017 ), ELECTRE TRI-nC ( Almeida-Dias, Figueira & Roy, 2012 ), 

ELECTRE SORT ( Ishizaka & Nemery, 2014 ), PROMETHEE GKS 

( Kadzi ́nski et al., 2012a ), and PROMSORT ( Araz & Ozkarahan, 

2007 ); 

2. Methods dealing with less common problem types including 

multiple criteria clustering (e.g., P2CLUST ( Smet, 2013 )), multi- 

ple criteria sorting with unknown decision classes ( Rocha, Dias 

& Dimas, 2013 )), sorting with partially ordered decision classes 

(e.g., ELECTRE-SORT ( Ishizaka & Nemery, 2014 )), and problems 

with decision classes size constraints (e.g., sorting with con- 

strained decision classes ( Özpeynirci et al., 2018 ), constrained 

choice ( Podinovski, 2010 ); 

3. Methods that deal with a hierarchical structure of a family 

of criteria such as ELECTRE III-H ( Del Vasto-Terrientes, Valls, 

Slowinski & Zielniewicz, 2015 ) and MCHP-UTA ( Corrente, Greco 

& Słowi ́nski, 2012 ); 

4. MCDA methods that work with imprecise and indirect prefer- 

ences, in order to include a very relevant and increasing branch 

in the MCDA domain Corrente et al. (2013) ; Doumpos and Zo- 

pounidis (2011) , which most DSSs have not accounted for, e.g., 

ACUTA ( Bous, Fortemps, Glineur & Pirlot, 2010 ), Preference pro- 

gramming with incomplete ordinal information ( Punkka & Salo, 

2013 ), PRIME ( Salo & Hamalainen, 2001 ), DIS-CARD ( Kadzi ́nski 

& Słowi ́nski, 2013 ), GRIP ( Figueira et al., 2009b ), UTA 

GMS ( Greco, 

Mousseau & Słowi ́nski, 2008 ), UTA 

GMS with imprecise evalua- 

tions ( Corrente, Greco & Słowi ́nski, 2017 ); 

5. Single score methods tailored to problem formulations with, 

e.g., interactions ( Grabisch & Labreuche, 2016 ), adjustable com- 

pensation levels ( Cabello, Navarro-Jurado, Rodríguez, Thiel-Ellul 

& Ruiz, 2019 ), hierarchical criteria, uncertainty, and criteria in- 

teractions ( Angilella et al., 2018 ); 

6. Methods that account for variability in the evaluation of per- 

formances on the criteria and/or preferences of the stakehold- 

ers while accounting for a sample of the compatible preference 

models, e.g., SMAA-ELECTRE-I ( Govindan et al., 2019 ), SMAA- 

AHP ( Durbach, Lahdelma & Salminen, 2014 ), or while using the 

consequences of applying all compatible models with mathe- 

matical programming techniques, e.g., ARIADNE ( Sage & White, 

1984 ), CUT ( Argyris et al., 2014 ), or multiple criteria majority- 

rule sorting ( Meyer & Olteanu, 2019 ); 

7. Less compensatory weighted sums that have been commonly 

used, especially in sustainability-related research ( Langhans 

et al., 2014 ), i.e., geometric and harmonic. 

Overall, 205 MCDA methods are included in the MCDA-MSS, 

mapped according to the taxonomy presented in Section 2.1.1 . 

“Mapped” is interpreted in this research as the evaluation of which 

characteristics of the taxonomy are supported by the MCDA meth- 

ods (see also Section 2.2 for more details). The complete database 

is available in Appendix C in the ESI. 

2.2. Stage 2: Development of the MCDA-MSS in a web-software 

The MCDA-MSS has been developed using rule-based modeling, 

which belongs to the first group of DSSs presented in Cinelli et al. 

(2020) . It is the most used modeling approach to develop this type 

of DSSs. Its added advantages and justifications for its selection for 

this DSS, are the objectivity, traceability, and understandability of 

the reasoning system empowered by the decision rules ( Słowi ́nski, 

Greco & Matarazzo, 2009 ). This modeling uses rules in the form of 

“if the conjunction of conditions on some features is true, then the de- 

cision is …”. The database of MCDA methods already represents an 

information table shaped with this modeling approach, where the 

characteristics are the conditions to describe the methods and the 

methods themselves are the decisions. Table 1 shows a sample of 

MCDA methods in the MCDA-MSS database, mapped according to a 

subset of features of the taxonomy for each type of problem state- 

ment. Once applied to the taxonomy of the MCDA-MSS, the rules 

syntax reads as “If characteristics a, b, … are activated/met by the 

DMP, then MCDA method I, II, … fits with the problem and can be 

recommended”. Four examples of decision rules from Table 1 are 

as follows, with the 1s in the table showing those that are used to 

activate the rules: 

1. “If the DMP is one requiring a partial and cardinal ranking, then 

GRIP method ( Figueira et al., 2009b ) is a suitable one”; 

2. “If the DMP is one requiring a complete and cardinal order 

of decisions classes, with constraints on the number of al- 

ternatives assigned to the decision classes, then ROR-UTADIS 

( Kadzi ́nski et al., 2015 ) is a suitable method ”; 

3. “If the DMP is one requiring a partial clustering, then 

MCUC 

–CSA method ( Rocha et al., 2013 ) is a suitable one”; 

4. “If the DMP is one requiring a choice without any constraints 

on the number of alternatives to be recommended, then ELEC- 

TRE I method ( Figueira et al., 2016 ) is a suitable one”. 

The DSS presented in this paper can be defined as a supporting 

tool for choosing the most appropriate MCDA method(s) for a given 

multiple criteria problem. It can substantially enhance, while se- 

lecting the relevant MCDA method(s), the interaction between the 

analyst and the DM in several ways. 

First, the DMP is partitioned into four manageable sections. In 

each of these sections, a wide amount of information on the MCDA 

methods is neatly structured according to the taxonomy of char- 

acteristics, using a sequenced stepwise questioning process ( DSS 

highlight 1 in Fig. 2 ). Each answer in the software is coupled with 

an information box that appears when the user moves the cursor 

on such an answer. This box provides a succinct definition of each 

answer (i.e., characteristic) so that the user can clearly understand 

the meaning of each concept. These explanations provided for each 

question within the information boxes constitute knowledge trans- 

fer and a learning exercise for the DMs and inexperienced MCDA 

practitioners. These boxes are solutions to the black box effect that 

many MCDA methods have been criticized for. In fact, MCDA meth- 

ods require several parameters to be defined to use them, and pro- 

viding a brief description of each of them can strengthen the confi- 

dence of the DM in their answers. An example for the information 
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Table 1 

Example of MCDA methods in the MCDA-MSS database, mapped according to a subset of features of the taxonomy for each type of problem statement. Bold “1 ′′ are those that are used to trigger the rules in the main text. 

MCDA methods Section 1 - Problem typology Section 2 - …

c.1.1 - Problem statement Other 

features 

Other features 

Ranking Sorting Clustering Choice … …

Order Scale leading the 

recommendation 

Order of decision 

classes 

Scale leading the 

recommendation 

Cardinality Non- 

relational 

Relational: 

Partial 

tournament 

Relational: 

Complete 

tournament 

Order Cardinality 

Partial Complete Ordinal Cardinal Partial Complete Ordinal Cardinal With con- 

straints 

Without 

con- 

straints 

Partial Complete With con- 

straints 

Without 

con- 

straints 

For ranking problems 

1 AHP 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 … …

2 GRIP 1 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 … …

3 PROMETHEE II 0 1 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 … …

For sorting problems 

4 DRSA - sorting 0 0 0 0 0 1 1 0 0 1 0 0 0 0 0 0 0 … …

5 ELECTRE SORT 0 0 0 0 1 1 1 0 0 1 0 0 0 0 0 0 0 … …

6 ROR-UTADIS 0 0 0 0 0 1 0 1 1 1 0 0 0 0 0 0 0 … …

For clustering problems 

7 MCUC –CSA 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 … …

8 P2CLUST 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 … …

For choice problems 

9 Constrained 

choice 

0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 … …

10 ELECTRE I 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 … …

… Method … … … … … … … … … … … … … … … … … … … …

6
4

1
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Fig. 3. Example of information box showing the definition of “sorting” as a problem statement. 

Fig. 4. Example of a DMP where no method completely matches the description of the DMP. The bright blue box highlights the information that is shown when this 

happens, and the hyperlinked “click here” leads to the window in Fig. 5 . (For interpretation of the references to colour in this figure legend, the reader is referred to the 

web version of this article.) 

box showing the definition of “sorting” as a problem statement is 

presented in Fig. 3 . 

Second, more than 200 methods are included in the dataset 

of the MCDA-MSS, which represents a notable library of well- 

established, as well as more recent methods ( DSS highlight 2 in 

Fig. 2 ). While an initial, although advanced step, towards creating 

a consistently organized repository of these methods, it can be of 

use and benefit for all operational researchers and beyond (see also 

Section 4.1 ). 

Third, even if the dataset of MCDA methods in the MCDA-MSS 

is wide and a broad range of DMPs can be covered ( DSS highlight 

3 in Fig. 2 ), there can still be cases where no method completely 

matches the description of a DMP (see Fig. 4 ). In this case, the 

MCDA-MSS is equipped with a recommender function that allows 

the user defining the binding features that must be satisfied (in 

this example, the method must have the capability of discovering 

the preference direction of the criteria performances), as shown in 

Fig. 5 . This strategy caters a solution to the lack of a fully match- 

ing method to the DMP by offering one (or more) that is (or are) 

as close as possible to the DMP. 1 Figure 6 shows a sample of the 

methods that can still be recommended for the DMP in Fig. 4 , to- 

gether with the feature(s) that are not supported by each method. 

In this case, UTA-NM and UTA-NM-GRA are shown as suitable 

methods for the DMP, though they are not tailored for hierarchi- 

cal criteria with uncertain performances (see column “Missed” in 

Fig. 6 ). It is important to note that the recommended method(s) in 

this scenario (i.e., no complete match with the DMP) should not be 

blindly applied. Instead, the analyst should discuss the feature(s) 

that are missed and define the course of action. This can imply 

that (i) the DMP is re-discussed to assess whether a different for- 

mulation of the problem can fully fit with a method, or (ii) a new 

method is developed that completely satisfies the requirements of 

the DMP under consideration. 

1 In case resources and competencies are available, another solution to this chal- 

lenge is that the analyst develops a tailored method for the specific DMP. 

642 



M. Cinelli, M. Kadzi ́nski, G. Miebs et al. European Journal of Operational Research 302 (2022) 633–651 

Fig. 5. Choice box to select the features that must be satisfied by the method(s) that will be as close as possible to the DMP. 

Fig. 6. A sample of the recommended set of methods for the DMP presented in Fig. 4 , showing the features that are not satisfied by the UTA-NM and UTA-NM-GRA methods. 

Fourth, an opposite situation to the one described above can 

emerge when the user cannot answer all the questions, and a large 

set of methods is recommended. This might be caused by a lack of 

information on the DMP. If there is the possibility of extending the 

interaction with the DM, the analyst must decide which questions 

to focus on to reduce the methods set. The button “Most selec- 

tive questions” shows the questions that (increasingly) minimize 

the maximal number of recommended MCDA methods irrespec- 

tive of the answer provided by the user. An example is presented 

in Fig. 7 , which shows that for a DMP where one would only se- 

lect ‘ranking’ as a problem statement and ‘hierarchical’ as a criteria 

structure, the question on the comparison of performances is the 

first one that leads to as few methods as possible. In case the user 

cannot answer this question, the next most selective is the one on 

the scale used by the method. This capability of the MCDA-MSS 

of showing the reduction of methods according to each answer 

provides an immediate understanding of how the available meth- 

ods are reduced according to the user’s choices ( DSS highlight 4 in 

Fig. 2 ). The analyst can, in fact, look at this piece of information 

to tailor the efforts of interaction with the DM. For example, as- 

suming two questions could be answered from the DM after some 

discussion, it is more efficient to select the question that leads to 

the lowest number of methods once answered. This objective is 

eventually achieved with the presented feature. 

Even if the MCDA-MSS recommends methods based on a large 

set of objective features, it is then still the responsibility of the 

MCDA practitioners/researchers who are going to use the method 

to verify which axioms have to be satisfied to meaningfully apply 

it ( Cinelli et al., 2020 ; Roy & Słowi ́nski, 2013 ). 

The DSS is available freely at http://mcdamss.com . To access it, 

users need to create an account by providing their email address 

and password. These are stored in the MySQL database ( www. 
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Fig. 7. Activation of the “Most selective questions” button, showing that for this DMP the question on the comparison of performances is the most selective, followed by the 

one scale used by the method. 

mysql.com ), with passwords hashed using the bcrypt function. 

The software’s frontend was implemented using bootstrap v4.3.1 

( www.getbootstrap.com ) and jQuery v3.4.1 ( www.jquery.com ). It is 

responsible for the user interface layout. The backend was writ- 

ten in PHP7 ( www.php.net ). Each time a user changes input in- 

formation, an appropriate SQL query is formulated to select suit- 

able methods stored in the MySQL database along with their de- 

scriptions and features. Metadata such as the lists of questions and 

methods, the hierarchical structure of questions, or their explana- 

tions are supplied as csv files. They are subsequently processed us- 

ing Python scripts. 

3. MCDA-MSS in action 

This section describes stage 3 of the methodology in Fig. 2 , pre- 

senting the test of the MCDA-MSS on a set of case studies selected 

from the literature. This was performed to (i) evaluate the appli- 

cability of the MCDA-MSS to multiple DMPs for different real-life 

applications, and (ii) discuss the MCDA method(s) used in the case 

studies and that/those recommended by the MCDA-MSS. The set- 

up of the test of MCDA-MSS with the literature case studies is 

firstly given in Section 3.1 . Then, the results of its application are 

presented and discussed in Section 3.2 . 

3.1. Set-up for the MCDA-MSS test with literature case studies 

The case studies selected for the test of the MCDA-MSS in- 

cluded a set of MCDA applications from the peer-reviewed litera- 

ture based on two conditions. First, they should cover a varied set 

of application areas given that MCDA methods have been used in a 

wide variety of domains ( Cajot et al., 2017 ; Razmak & Aouni, 2014 ). 

Second, they should include some case studies where the authors 

of this paper think that mistakes were performed in selecting the 

MCDA method. Based on these conditions, ten case studies were 

chosen, which dealt with airline service quality ( Liou, 2011 ), land 

remediation ( Sparrevik, Barton, Bates & Linkov, 2012 ), biofuels en- 

ergy chains ( Dias, Passeira, Malça & Freire, 2016 ), urban regener- 

ation ( Ferretti & Degioanni, 2017 ), inventory management ( Partovi 

& Burton, 1993 ), land use suitability analysis ( Qiu, Zhu, Pan, Hu & 

Amable, 2017 ), and energy production planning ( Haurant, Oberti & 

Muselli, 2011 ; Jun, Tian-tian, Yi-sheng & Yu, 2014 ; Maxim, 2014 ). 

It must be noted that a case study is defined as “a DMP that 

is solved with an MCDA method”. Thus, there can be more than 

one case study in a single journal paper, as is the case for Dias 

et al. (2016) , in this test of the MCDA-MSS, where two case stud- 

ies are identified. It must also be stressed that the objective of this 

test was not to have a large set of studies from the same appli- 

cation area to apply the MCDA-MSS to derive some general con- 

clusions on its applicability and performance (see Section 4.2 on 

future research). Rather, it was intended as an initial evaluation 

of the MCDA-MSS in terms of its capability to transparently lead 

the analyst through the selection of MCDA methods. In addition, 

it provides preliminary considerations from the choices made by 

analysts in past research on the chosen MCDA methods. 

The taxonomy features are implemented in the MCDA-MSS as a 

set of questions that evaluate whether those activated in each DMP 

are matched with that/those of a (set of) MCDA method(s). Table 2 

presents a few example questions that can be used to describe the 

MCDA methods and the case studies. The taxonomy can, in fact, be 

used to describe the case studies in the same manner as the MCDA 

methods. 

Table 3 shows a simplified example of the description of the 

MCDA methods, the case studies, the chosen method(s) in the case 

studies, and that/those recommended by the MCDA-MSS. It can 

be noticed that as far as literature case study 1 is concerned, the 

method chosen by the authors of the study is the same as the one 

recommended by MCDA-MSS, while this is not true for literature 

case study 2. 

3.2. Results of the application of the MCDA-MSS to literature case 

studies 

Nine case studies were selected from the peer-reviewed litera- 

ture to study the applicability of the MCDA-MSS and its decision 

support capabilities, using its questioning procedure presented in 

Section 3.1 . The results are summarized in Table 4 , which shows 

(i) the MCDA method that was chosen by the authors of the case 

study, (ii) the decision-making features that have been missed by 

the MCDA method chosen in the case study with respect to the 

case study description by the authors of this paper, and (iii) the 

recommended MCDA method(s) by the MCDA-MSS with a com- 

plete match of the decision-making features and (iv) with missed 

features. 

The taxonomy of the MCDA-MSS has been capable of describ- 

ing completely all the case studies (for the mapping of each case 

study, see Appendix D in the ESI). The selected MCDA methods 

in six case studies are part of those recommended by the MCDA- 

MSS, as shown in Table 4 . Based on the framing of the MCDA- 

MSS, this is an indication of the same description of the MCDA 

methods and the case studies, like in literature case study 1 in 

Table 3 . Specific details on the choices driving the selection of the 

MCDA methods are provided in these cases. Ferretti and Degioanni 

(2017) , who use a multi-attribute value function model, empha- 

size both the meaning of weights as tradeoffs and the need to 

create value functions to “harmonize” the different measurement 

scales. Dias et al. (2016) account for the robustness of the deci- 

sion recommendation by adopting a value-based model with par- 

tial information on the input weights, showing the synergistic ben- 

efit of stochastic and exact robustness analysis. In the former (i.e., 

stochastic), the probability of receiving a certain rank provides a 

perspective on the trend of the results, while in the latter (i.e., 

exact), the visualization of how much one alternative can outper- 

form the other highlights how different the alternatives do actu- 

ally score. Liou (2011) devised a transparent and straightforward 
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Table 2 

Example questions used to describe the MCDA methods and a case study 

(Adapted from Cinelli et al. (2020) ). 

Section Question context Questions used to describe the MCDA 

method 

Questions used to describe the case 

study 

1: Problem typology Problem statement What type of decision 

recommendation does the method 

provide? 

What type of decision 

recommendation is requested? 

Order of alternatives, if ranking as 

a problem statement was chosen 

Does the method provide a partial or 

complete order of alternatives as a 

final decision recommendation? 

Does the DM require a complete order 

of alternatives as a final decision 

recommendation, or a partial one 

would be enough? 

Structure of the set of criteria Can the method accept a flat and/or 

hierarchical structure of the criteria? 

Is the structure of the criteria flat or 

hierarchical? 

2: Preference model Comparison of the performances 

on all the criteria 

How does the method perform the 

comparison of the performances on 

the criteria? 

How should the comparison of the 

performances on the criteria be 

performed? 

Compensation between criteria What is the level of compensation 

between the criteria performances 

that the method implements? 

How much can the good performance 

on a criterion compensate for the bad 

performance on another criterion? 

3: Elicitation of 

preferences 

Type of weights, if the user wants 

criteria weights to be used 

Does the method accept precise 

and/or imprecise weights? 

Should precise or imprecise weights 

be used in this case study? 

Type of pairwise comparison 

thresholds if the user wants 

pairwise comparison thresholds to 

be used 

Which type, if any, of pairwise 

comparison thresholds does the 

method accept? 

What type of pairwise comparison 

thresholds should be used? 

Interactions between criteria What type, if any, of interactions can 

the method handle? 

What type, if any, of interactions 

should be handled? 

4: Exploitation of the 

preference relation 

induced by the 

preference model 

Type of exploitation of the 

preference relation induced by the 

preference model 

Which type of exploitation of the 

preference relation induced by the 

preference model does the method 

support? 

What type of exploitation of the 

preference relation induced by the 

preference model should be applied 

for this case study? 

Type of output variability analysis, 

if the user indicated that output 

variability analysis be performed 

What type, if any, of output variability 

analysis can the method perform? 

How should the output variability 

analysis be conducted? 

sorting system for airline service evaluation using the Dominance- 

based Rough Set Approach ( Greco et al., 2016b ), which has the ad- 

ditional noteworthy capacity of accepting inconsistencies in the in- 

put preferences. Haurant et al. (2011) stress the limited compen- 

sation, variable preference thresholds, and incommensurable mea- 

surement scales as the main reasons for the choice model they de- 

veloped using ELECTRE IS ( Figueira et al., 2016 ). Lastly, the added 

value of accounting for stochastic input was particularly empha- 

sized in the work of Sparrevik et al. (2012) , who used a ranking 

method (i.e., SMAA-PROMETHEE ( Corrente et al., 2014 )) to tackle a 

DMP that lacks deterministic performances, and provided a clear 

indication of robustness for the final recommendations. 

However, the trend presented in the previous paragraph was 

not found in four case studies since the methods chosen by the 

authors of the studies were not included in those recommended 

by the MCDA-MSS. This implies that the description of the MCDA 

methods and the case studies are not the same, resulting in a sit- 

uation like in literature case study 2 in Table 3 . This set of case 

studies with a mismatch of MCDA methods shows how the MCDA- 

MSS can be a warning tool for errors committed in the selection 

of an MCDA method selection. The reason(s) for the mismatches 

are presented in the column “Missed features between the MCDA 

method chosen in the case study and the case study description by 

the authors of this paper” in Table 4 . 

Maxim (2014) proposed a composite indicator in the form of 

an index, obtained by combining min-max normalization and ad- 

ditive weighted mean, and it is the first mismatch found by the 

MCDA-MSS. The first reason for this mismatch is using an MCDA 

method (i.e., weighted mean) that is not suited for criteria whose 

measurement scale is ordinal, such as the ability to respond to de- 

mand and social acceptability. In these criteria, the numbers cod- 

ing an order have qualitative meaning. Any operator that assumes 

that these numbers have a quantitative meaning implements com- 

pensations that are not mathematically justifiable, leading to re- 

sults that are not scientifically meaningful ( Ebert & Welsch, 2004 ; 

Munda & Nardo, 2009 ). The assumption of the quantitative mean- 

ing of these numbers can result in the following. The arbitrary 

choice of the coding in the input data can lead to different re- 

sults, solely due to the discretionary numbering for the qualita- 

tive measurement scale (e.g., low = 1, medium = 2, high = 3 could 

also be represented as low = 2, medium = 4, high = 7 as far as the 

increase is preserved) ( Pollesch & Dale, 2016 ). The requirement of 

choosing an aggregation algorithm that can properly handle the in- 

put information is an important consideration that has been made 

repeatedly in the MCDA literature (in, e.g., Guitouni and Martel 

(1998) , Roy (2016a) ). The second reason for the mismatch is that 

the weights used in this case study were elicited with an elic- 

itation protocol that provided importance coefficients as an out- 

come. Unfortunately, the weighted mean, which was the algorithm 

used by these authors, would have required weights in the form of 

trade-offs ( Munda, 2008 ). The subjective assignment of importance 

weights based on expert judgment, irrespective of the measure- 

ment scale and with no reference to the acceptable trade-offs be- 

tween the criteria, is a common mistake reported in the MCDA lit- 

erature when a single score model is selected ( Cinelli, Coles & Kir- 

wan, 2014 ; Munda & Nardo, 2005 ). The MCDA-MSS recommends 

QUALIFLEX ( Paelinck, 1976 ) as one of the methods as close as pos- 

sible to this DMP, as summarized in the last column in Table 4 . 

This is a method that uses weights as set in the study (i.e., impor- 

tance coefficients). However, it implies that the stakeholder accepts 

that the way the information is used by the method consists in 

pairwise comparisons between the alternatives and not in taking 

into account the individual performance on each criterion. 

The second mismatch was found in the case study of Qiu et al. 

(2017) , who used the weighted additive mean ( Langhans et al., 

2014 ) to sort land according to its suitability for livestock devel- 

opment. The first reason for the mismatch is the use of number- 

coded qualitative criteria in a method interpreting all scales of cri- 
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Table 3 

Example of a description of MCDA methods and case studies according to a sample of features of the taxonomy. 
√ 

in “Description of the MCDA methods” = the method supports this feature; 
√ 

in “Description of the case 

studies” = the case study requests this feature. The last three columns show the method(s) chosen by the authors of the case study, the recommendation of the MCDA-MSS with the relevant method(s) for each case study with 

complete match, and the one(s) with the missed features, respectively 

(Adapted from Cinelli et al. (2020) and W ̨atróbski et al. (2019) ). 

c.1 - Problem typology Other 

features 

Method(s) chosen 

in the case study 

MCDA method(s) 

recommended by 

the MCDA-MSS, 

complete match 

MCDA method(s) 

recommended by the 

MCDA-MSS, with 

missed features 

c.1.1 - Problem statement c.1.2 – Set of alternatives c.1.3 – Criteria structure …

Ranking Sorting … Stable Incre-mental Flat Hierarchical 

Description of the MCDA methods 

Method 1 
√ √ √ √ 

Method 2 
√ √ √ √ 

Method …
√ √ √ √ 

Description of the case studies 

Literature 

case study 1 

√ √ √ 

Method 1 Method 1 / 

Literature 

case study 2 

√ √ √ √ 

Method 2 / Method 3 & 4 

6
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Table 4 

Summary of results of the MCDA-MSS test with the literature case studies. 

Case 

study 

Reference MCDA method chosen 

in the case study 

Missed features between 

the MCDA method chosen 

in the case study and the 

case study description by 

the authors of this paper 

MCDA method(s) 

recommended by the 

MCDA-MSS with 

complete match of 

features 

Some of the MCDA 

method(s) recommended 

by the MCDA-MSS with 

fewest missed features, 

some shown in ‘[]’ brackets 

1 Ferretti & Degioanni, 2017 MAVT None MAVT / 

2 Dias et al., 2016 SMAA-WAM None SMAA-WAM, HSMAA / 

3 Dias et al., 2016 VIP None VIP / 

4 Liou, 2011 DRSA Variable 

Consistency (VC) - 

sorting 

None DRSA Variable 

Consistency (VC) - 

sorting 

/ 

5 Haurant et al., 2011 ELECTRE IS None ELECTRE IS, 

MCHP-ELECTRE, RUBIS 

/ 

6 Sparrevik et al., 2012 SMAA-PROMETHEE None SMAA-PROMETHEE / 

7 Maxim, 2014 WAM with 

performances 

transformation 

1. Use of number-coded 

qualitative-ordinal criteria 

2. Use of weights meaning 

importance coefficients 

/ QUALIFLEX [works with 

pairwise comparisons 

between the alternatives] 

8 Qiu et al., 2017 WAM with 

performances 

transformation 

1. Use of number-coded 

qualitative-ordinal criteria 

2. Use of AHP for 

weighting combined with 

other methods 

3. Problem statement 

sorting 

/ FlowSort, PROMSORT 

[criteria weights are used 

as importance coefficients; 

works with pairwise 

comparisons between the 

alternatives] 

9 Partovi & Burton, 1993 AHP 1. Problem statement 

sorting 

2. Use of number-coded 

qualitative-ordinal criteria 

/ AHP Sort - Boundary 

profiles [use of 

number-coded 

qualitative-ordinal criteria] 

10 Jun et al., 2014 ELECTRE II 1. Data-driven 

transformation of criteria 

performances 

/ ELECTRE II [performances 

are transformed with a 

data-driven normalization 

approach and then 

compared] 

teria as quantitative, which has been presented above. The second 

one is related to the process of weighting (see also Table 4 ), as 

the authors use weights obtained with the AHP ( Saaty, 1980 ) in a 

method (the weighted additive mean) that requires a different type 

of weights (i.e., trade-offs). AHP weights have a specific meaning 

assigned to them, the one of a relative priority of an element of 

the hierarchy which can be a (sub-)criterion or a performance of 

an alternative on a bottom-level (also called elementary) criterion. 

They serve to calculate the global score of each alternative as a 

sum of products of these weights along all paths of the hierarchy 

tree from the alternative to the goal ( Salo & Hämäläinen, 1997 ). 

Each product includes the weight assigned to the performance of 

the alternative on a given criterion and the weights of all upper- 

level criteria on the path to the goal. Consequently, these are not 

trade-off weights, because they are not used in a weighted sum 

where the performances of alternatives on the bottom-level crite- 

ria are multiplied by the weights, and they are also not relative 

importance coefficients that are used in a voting-like procedure. 

Their use in a method like the weighted mean ( Langhans et al., 

2014 ) is thus incorrect. The third aspect that causes the mismatch, 

as also summarized in Table 4 , is novel in this test, and it relates 

to the formulation of the DMP. It shows the implication of a non- 

optimal formulation of the problem statement, a delicate and key 

step of the initial phase of any MCDA process ( Bouyssou, Marchant, 

Pirlot, Tsoukiàs & Vincke, 2006b ). A weighted average is a method 

tailored to ranking problems, providing a score that is used to rank 

the alternatives. To obtain a sorting out of this score, arbitrary and 

abstract cut-off levels need to be defined to lead the assignments 

to different decision classes (e.g., 0.3 could be the threshold be- 

tween a poor and medium overall performance). The MCDA-MSS 

suggests more suitable methods for this case study that involves 

a sorting problem statement, namely FlowSort ( Nemery & Lamb- 

oray, 2008 ) and PROMSORT ( Araz & Ozkarahan, 2005 ), assuming 

weights are elicited as importance coefficients, and it is agreed to 

use pairwise comparisons-based modeling. 

The third mismatch was found by the MCDA-MSS for the case 

study of Partovi and Burton (1993) , who used the original AHP 

method to sort inventory items in three classes (very important, 

important, and least important). There are two explanations for 

this mismatch. The first is the same as the latter presented in the 

previous study, namely the selection of a method for ranking when 

the DMP is clearly a sorting one. This forced the authors to de- 

fine the cut-off levels for the final score to assign the inventory 

items to the different classes. The second reason is the treatment 

of the criteria as qualitative in a method (AHP) that requires ra- 

tio criteria to provide meaningful results. In fact, AHP operates 

by comparing alternatives and criteria on a ratio scale to define 

how many times one alternative is better than another and how 

many times one criterion is preferred over another one ( Ishizaka 

& Labib, 2011 ; Wedley, 2010 ). These comparisons can be meaning- 

fully made only with criteria that are measured in a ratio scale, 

which is not the approach used in this case study. The MCDA-MSS 

allows tackling these shortcomings of the case study and proposes 

a solution that still belongs to the AHP family. This is the AHPSort 

method ( Ishizaka et al., 2012 ), a sorting method that implements 

that AHP modeling and which nicely fits with all but one of the 

requirements of this case study. Thus, the only modification that 

is required consists in using criteria that are on a ratio scale. This 

could be realistic for this research as three out of four selected cri- 

teria are measurable in such a way, being price (in $), lead time (in 

days), and demand (in units/year). 

Lastly, the MCDA-MSS flagged another mismatch for the case 

study by Jun et al. (2014) . These authors applied a composite indi- 

cators framework, which requires, among other steps, the normal- 

ization of the data to convert the evaluation of the performances 

from different scales to a common one. The MCDA-MSS signals this 
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choice as an error, because these authors selected ELECTRE II ( Roy, 

1991 ), which is from the outranking methods family. One key fea- 

ture of the methods that belong to this family is that the inde- 

pendence from normalization was actually one of the main rea- 

sons that justified their conception, since the developers wanted 

these methods to be “as close as possible” to the original dataset. 

The MCDA-MSS accounts for this requirement in its recommenda- 

tion, reported in Table 4 , which is to reapply the same method, but 

without any normalization of criteria performances. 

4. Conclusions 

4.1. Key contributions of the MCDA-MSS 

This paper presents a DSS, called the MCDA-MSS, that helps 

decision analysts describe complex decision-making processes and 

choose the MCDA method(s) relevant for each case study. It pro- 

vides five main contributions. 

First, it is a tool for decision analysts to transparently and com- 

prehensively describe and reproducibly shape case studies while 

interacting with the DM. It can thus guarantee consistent and 

homogeneous communication among different stakeholders. The 

MCDA-MSS can streamline the complexity involved in MCDA meth- 

ods selection, while being aware of the possibilities at each stage, 

as well as their implications. If this DSS would be used in future 

case studies, this could guarantee accountability and trust of the 

research, as well as enable its comparability. In fact, the MCDA- 

MSS provides a recordable description of the choices that led to 

selecting the MCDA method(s). It uses an accessible vocabulary to 

describe each step that needs to be taken while moving towards 

the method(s) selection. It also divides the selection process into 

four user-friendly sections, where a wide amount of information 

on the case studies is elicited and linked to the database of MCDA 

methods, using a stepwise questioning procedure (DSS highlight 1) . 

Second, thanks to its extensive database of 205 MCDA methods 

and the large set of characteristics (156 in total), it is capable of 

dealing with DMPs that span from very simple to very complex, 

leading to the respective identification of those methods which are 

most appropriate (DSS highlight 2) . Suppose we adopt a knowledge 

transfer perspective among decision analysts. In that case, the tax- 

onomy of the MCDA-MSS operationalized in its questioning pro- 

cedure can also be seen as an educational and training tool for 

inexperienced decision analysts. They can first learn the compo- 

nents and steps necessary to lead an MCDA problem and then 

guarantee a sound description of each case study, resulting in an 

informed choice of the suitable MCDA method(s). The information 

boxes used to describe each DMP feature serve the main purpose 

of enabling inexperienced MCDA practitioners to learn how MCDA 

processes can be structured. Furthermore, they transparently show 

DMs why certain choices are made based on their requirements, 

lifting the black-box effect that some technical and succinct termi- 

nology from the MCDA domain might cause. 

Third, it offers MCDA method(s) recommendations also for 

DMPs where there is no perfectly matching method. This feature 

ensures the analyst is never “left alone” in the selection process by 

making the most of the available information on the DMP and the 

knowledge in the MCDA-MSS (DSS highlight 3) . 

Fourth, a refinement strategy for directing the user to the most 

discriminatory questions is proposed in cases where not all the 

questions can be answered. In these situations, the MCDA-MSS aids 

the decision analyst to choose where to focus efforts to reduce the 

set of available options as efficiently as possible (DSS highlight 4) . 

Fifth, the MCDA-MSS has the potentials to unveil methodologi- 

cal mistakes that analysts have made in a selection of the methods 

(DSS highlight 5) . These include the erroneous use of weights as 

importance coefficients instead of as trade-offs, using ordinal mea- 

surement scales in a method that requires quantitative ones, em- 

ploying a ranking method to deal with a sorting problem, or per- 

forming redundant normalization of performances. The use of the 

MCDA-MSS has the capacity to avoid these mistakes being com- 

mitted in future case studies. Thus, making sure that the deci- 

sion recommendation is aligned with the problem’s characteristics 

and preferences of the involved stakeholders. The MCDA-MSS was 

tested with a set of ten case studies from the peer-reviewed lit- 

erature. It confirmed its capability to describe DMPs for different 

real-life applications, find suitable MCDA methods for each DMP, 

and unveil some methodological flaws in the selection of methods. 

4.2. Future research 

The MCDA-MSS and its underlying structure, called taxonomy, 

can represent an evolving repository of knowledge in the MCDA 

domain. In this respect, several extensions of this research can 

be envisioned. The first one consists in expanding the test of the 

MCDA-MSS by including a large set of case studies from a cho- 

sen application area. This could lead to the identification of trends 

in the use of MCDA methods, together with its misuses. This re- 

search could thus start providing an initial list of the most frequent 

methodological mistakes when choosing an MCDA method. An- 

other extension could involve developing the (already substantial) 

pool of single DM-focused MCDA methods included in the MCDA- 

MSS, considering their ever-increasing availability. A further exten- 

sion could be devoted to the inclusion of methods that support 

multiple DMs, an avenue of operational research that is crucial due 

to the recognition that many decisions are made not by individ- 

uals, but in groups, such as committees and boards ( Lahdelma & 

Salminen, 2001 ). As far as software support is concerned, the pres- 

ence of user-friendly software implementing MCDA methods can 

be of notable advantage in the development of the MCDA process 

and the interaction with the DM, making it a further very valuable 

feature for the extension of the MCDA-MSS. 

The MCDA-MSS could also lead to recommending more than 

one method given its wide repository. This can lead to a notable 

challenge for the analysts, who might be asked to still propose one 

method for a certain project. This can be driven by the limited 

time availability or the DM’s commitment to providing one solu- 

tion to the problem at hand. The final choice can then be influ- 

enced by some of the qualitative features of the methods, like the 

reported easiness of using it ( Polatidis, Haralambopoulos, Munda 

& Vreeker, 2006 ), its use in certain application areas ( Moghaddam, 

Nasiri & Mousavi, 2011 ), or the availability of software implement- 

ing it ( Weistroffer & Li, 2016 ). One solution provided in this regard 

is to develop suitability indices to aggregate the characteristics of 

the DMP and provide a synthetic measure of the suitability of dif- 

ferent methods, which are respectively ranked according to it (e.g., 

Li et al. (2008) and Guarini et al. (2018) ). This, however, includes 

subjectivity due to the inherent nature of the qualitative features 

as well as their aggregation, making the final result less based on 

objective facts. 

Overall, the MCDA-MSS is intended to help an analyst facing a 

multiple criteria decision problem to choose consciously an MCDA 

method that will respond positively to the needs of the DM and 

satisfy all the constraints characterizing the decision situation. The 

authors of this paper are eager to engage in a community-wide ini- 

tiative involving experts in MCDA methods, decision analysts using 

these methods, and decision makers receiving decision recommen- 

dations. This combined action can result in an expansion of the 

methods repository as well as the tests on case studies, coupled 

with the inclusion of additional decision aiding features in the web 

software. The outcome of this initiative can be a sustained contri- 

bution to the relevant and transparent use of MCDA methods to 
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solve real-world problems. All these activities can be monitored on 

the MCDA-MSS dedicated webpage http://mcdamss.com . 

5. Disclaimer 

The U.S. Environmental Protection Agency, through its Office 

of Research and Development, collaborated in the research de- 

scribed herein as part of the Collaborative Research and Devel- 

opment Agreement #1040–18 with Poznan University of Technol- 

ogy. It has been subjected to the Agency’s administrative review 

and has been approved for external publication. Any opinions ex- 

pressed in this paper are those of the authors and do not necessar- 

ily reflect the views of the Agency. Therefore, no official endorse- 

ment should be inferred. Any mention of trade names or commer- 

cial products does not constitute endorsement or recommendation 

for use. 

Each method in the database of the MCDA-MSS required the 

assignment of binary values (i.e., either 0 or 1) to each possible 

answer considered in the taxonomy. Given that the selected possi- 

ble answers are 156, this means that the database of the MCDA- 

MSS is composed of 205 rows and 156 columns, requiring the 

manual assignment of 31,980 binary values (i.e., 1 or 0). Given 

the very large number of manual inputs, the authors acknowledge 

that there might be some mappings of MCDA methods that other 

authors/researchers might not agree with. Rather than this being 

cause for arguments between the developers of the MCDA-MSS 

and those authors, we encourage them to contact us to improve 

the database and contribute to this long-lasting initiative, since 

this is just the beginning of the MCDA-MSS. 

Lastly, the developers of the MCDA-MSS do not take responsi- 

bility for the choices a user makes based on the recommendations 

of the MCDA-MSS. 
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Abstract

The main objective of this paper is to present an example of the IT system implementation with advanced mathematical optimi-
sation for job scheduling. The proposed genetic procedure leads to the Pareto front, and the application of the multiple criteria
decision aiding (MCDA) approach allows extraction of the final solution. Definition of the key performance indicator (KPI),
reflecting relevant features of the solutions, and the efficiency of the genetic procedure provide the Pareto front comprising
the representative set of feasible solutions. The application of chosen MCDA, namely elimination et choix traduisant la réal-
ité (ELECTRE) method, allows for the elicitation of the decision maker (DM) preferences and subsequently leads to the final
solution. This solution fulfils all of the DM expectations and constitutes the best trade-off between considered KPIs. The
proposed method is an efficient combination of genetic optimisation and the MCDA method.

Keywords: mathematical optimisation, multi-criteria optimisation, scheduling, job-shop problem, MCDA

1. Introduction

Employee scheduling has been a common problem in the literature since the 1950s [51]. This can be
a crucial process due to at least two reasons: high labour costs, which can be reduced by proper schedul-
ing, and a labour shortage in which loss of profit can be minimised by optimising human resources
planning [62].

Beaker [3] proposed three classes of personnel scheduling problems: shift scheduling, day-off schedul-
ing, and rotating scheduling. Shift scheduling is the simplest one where the daily planning horizon is con-
sidered with either overlapping or non-overlapping shifts. In day-off scheduling employee’s workweek
is of a different length than the operation week. The most common example is the five days workweek
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and two free days with an operational week, altogether lasting for seven days. Rotating scheduling is
a combination of both previous models. A company works seven days a week and each day consists of
more than one shift. Employees do not have a fixed schedule, thus workweek can be of different lengths
but the required daily and weekly breaks have to be satisfied.

Different types of methods can be used to solve a personnel scheduling problem. Yakoob et al. [1] pro-
posed a classification with ten classes: (1) manual solution, (2) integer programming, (3) implicit mod-
elling, (4) decomposition, (5) goal programming, (6) working set generation, (7) linear programming-
based solution, (8) construction/improvement, (9) metaheuristics, and (10) other methods.

Personnel scheduling is computationally complex, in a general case, NP-complex problem. Due to its
non-polynomial complexity, only small instances can be treated with systematic approaches like linear
programming or mixed-integer programming [9]. For larger problems, which are more common in real-
world applications, heuristics that introduce a trade-off between the time of computations and the quality
of results have to be used [53].

Real-world personnel scheduling is a multi-objective problem where criteria such as length of the
schedule, utilisation of resources, the satisfaction of people’s preferences, and compliance with regula-
tions have to be considered [59]. To address the multi-criteria nature of this problem optimisation algo-
rithms designed for a multi-objective goal function were used [45], including the multi-objective genetic
algorithms [14]. Proposed here non-dominated sorting genetic algorithm II (NSGAII) methodology is
broadly applied for scheduling problems [4, 38, 44] as well as in many other areas [2, 17, 36, 57, 64, 67].
The method is designed for efficient handling of the multi-objective optimisation problems providing
high-quality, uniformly distributed approximated Pareto frontier.

Within the current study, we propose a novel hybrid approach which combines the NSGAII method
with the ELECTRE approach. This combined methodology provides a tool which is capable of deter-
mining a Pareto-optimal solution fulfilling the current quality expectations. For an in-depth review of the
applications of the NSGAII framework in the area of scheduling see [53]. The problem addressed in the
presented research is a standard and frequently encountered business scheduling problem. Within this
business case, the task of scheduling algorithms is to find the best possible match between transportation
tasks and workers. In operations research, this type of problem is called the job-shop problem. From
a formal point of view, it means that there is a finite number of jobs, a set denoted by J , and a finite num-
ber of resources, a set denoted by M . The mathematical goal is to find the best solution being the best
match between the task and resources. It is an NP-complex problem, its complexity is non-polynomial
and grows very fast with the number of tasks and the number of resources. Thus, it is necessary to design
and use efficient heuristics to find approximate, possibly good solutions.

The remaining of this paper is organised as follows: Section 2 introduces the general business context
of the problem, Section 3 provides the discussion about the business rules and constraints as well as
the considered here KPIs are defined there. In Section 4 the NSGAII and ELECTRE are thoroughly
discussed with an emphasis on the synergy between these two. In Section 5, the attention of the reader
is focused on the numerical experiments and the results and finally, in Section 6, the conclusions are
formulated.
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2. Business context of labour planning

Resource planning remains one of the fundamental problems in economic science. Planning is a specific
element of corporate decision-making that relates to the future of an organisation. It is one of the four
key elements of the management process. Generally, it is continuous and is also a reflection of the
changes taking place in the organisation [61]. Planning is a strategic function and produces results in the
long term [65]. Planning allows one to properly approach the implemented activities and to determine
its priorities or to maximally use the available competencies [43]. Resource planning is often equated
with work planning in manufacturing (production plant). Therefore, much of the literature on job-shop
refers to the optimisation of production planning. Some authors, especially those interested in computer
scheduling, refer also to these machines as processors because each activity means an operation for
a machine [23]. In turn, analysing the literature on multi-criteria scheduling, it can be seen that de facto
individual job execution scenarios imply the execution of different job parameters – and the value of
each parameter is related to the job and the specific scenario. This makes scenario analysis a complex
problem [28]. The choice of mathematical methods also remains an interesting problem, addressed by
researchers both directly in relation to urban transport and more broadly, for example in the context
of resource planning in supply chains [27]. In essence, the problems of the two mentioned areas are
similar. Resource planning and task scheduling also remain an interesting issue wherever these processes
are carried out in a decentralised manner – there too, the potential for supporting these processes with
appropriate software is seen today [26]. More and more often various simulation and machine learning
techniques are also being used to support planning in manufacturing processes and beyond [58]. At the
same time, planning on defined metrics allows for being more tailored to the specific business [66].

3. The economical efficiency of labour planning

The discussed case of scheduling tasks is a real business problem for a public transport operator pro-
viding public transport services with the use of buses and trams. Miejskie Przedsiębiorstwo Komunika-
cyjne w Poznaniu (Municipal Public Transport Company) operates a fleet of approximately 600 vehicles.
Clearly, it faces the necessity of planning the work of approx. 800 bus drivers and 600 tram drivers.
Due to the continuous development of the department responsible for task scheduling and increasingly
complex scheduling issues, a strategic decision was made to implement a new IT solution for the job
scheduling of these 1400 employees. The mathematical algorithms are part of an IT system implemented
for this purpose. The implemented IT system was related to the creation and development of comprehen-
sive tools which allow maximisation of the efficiency of working time management: implementation of
a system for job planning, supervision of job planning implementation and clearance of workers’ jobs.

In the context of this issue, the basic data set are transport tasks (shifts). They define specific tasks to
be realised by specific vehicles – separated vehicles on each bus line or tram line. Each shift characterise
the parameters: start time, end time, duration, driving time or rolling stock type, and others.

On the other hand, within the second set of data, there is a group of all available employees. Each of
them has certain, individual characteristics like type of contract, nominal working hours, holiday volume
or specific days that can be planned for work or days off.
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The idea of scheduling is to pair shifts and workers. This has to be a 1:1 relationship – for obvious
reasons a vacant vehicle would not leave the depot, with few exceptions the presence of two drivers
in one vehicle would not make sense either. In practice, transport tasks also have features that act as
business constraints – for example in terms of the planned type of rolling stock. Employees also have
defined qualifications. So if, for example, a specific job defines a type of rolling stock, it is necessary
at the planning stage to take into account the qualification for that type of rolling stock that the specific
employee is equipped with. This clearly increases the complexity of the planning problem, especially in
tram operations where the number of rolling stock types can reach a dozen.

In the discussed enterprise, much attention is paid to the issue of work planning, among others due to
the difficult labour market. The continuous shortage of bus and tram drivers makes planning work one of
the most difficult tasks in operational management. This is an effect of a phenomenon called employee
market, i.e., permanent shortage of employees supply. This phenomenon, in relation to professional
drivers, is observed practically in all larger Polish cities.

One of the main challenges at the implementation stage of the optimisation algorithms was to take into
account all the requirements: different criteria and constraints. The resource planning business process
itself has four stages. The layout of the stages is shown in Figure 1. It should be noted that this process
has the nature of feedback – the stage of implementation of the carriage is also a source of data for
subsequent stages of the planning process.

Figure 1. Resource planning business process

From the organisation’s point of view, all these stages focus on the successive collection and entering
information into the system about:

• previously known absences of employees (e.g., long-term absences),
• restrictions on employees (e.g., their availability schedules),
• assignments to employee groups (in case of group planning or over a planning period longer than

one month),
• availability on specific dates (e.g., for employment/ dismissal).

This data is entered manually using dedicated views, and in some cases imported from external systems
(e.g., ERP systems).

Three levels of data are used in the planning process (as well as in the entire planning information
system): the monthly plan, the updated monthly plan (as a daily plan, called "shifts list") and the execu-
tion (the a posteriori information about the executed schedule). Planning with the optimisation engine is
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done at the first level, but taking into account the plan update and execution data as far as it is possible
and data are available.

3.1. Business rules and constraints

The essential task of mathematical algorithms is to create a monthly work schedule. This schedule must
take into account basic business-like constraints. Planning constraints can be divided into several basic
groups and according to different criteria, namely:

• mandatory and optional restrictions (preferences, business rules),
• external and internal constraints,
• restrictions concerning the employee, working hours and days or holidays.

The primary pieces of legislation outlining work planning requirements are:
• labour Code,
• drivers’ Hours of Work Act,
• internal regulations (work regulations, company collective agreement and others),
• provisions specifying the requirements for medical, psychological and other health and vocational

qualifications.
In the case of bus drivers and tram drivers, the so-called equivalent working time is usually used as

the basic working time system. According to art. 129. §1 of the Labour Code Act, "working time cannot
exceed 8 hours per day and an average of 40 hours in an average five-day working week". This provision
is complemented by article 135. §1 of the Act: "if it is justified by the type of work or its organisation, the
system of equivalent working time may be used, in which it is permissible to extend the daily working
time, but not more than to 12 hours, in the settlement period not exceeding 1 month. The extended
daily working time is balanced by a shorter daily working time on certain days or by days off". These
provisions allow for more flexible scheduling wherever it is necessary to fill jobs in a two- or three-shift
system or on holidays.

In practice, this means that bus and tram drivers, in accordance with the regulations of the Labour
Code, can perform shifts up to 12 hours on selected days of the month (not necessarily only from Monday
to Friday, but also on Saturdays, Sundays and holidays). The limit for the number of working days in
a month is therefore 8 hours multiplied by the number of working days, which usually means a range of
152–184 hours for a full-time employee. Of course, these are just a few of the many rules, resulting not
only from the Labour Code but also from other legal regulations. Additional restrictions (for example up
to 10 hours of working time) result from the Act about drivers working time. In order to stay according
to the law, the planning algorithms have taken into account the limitations of both Acts.

Selected constraint items from the implemented algorithms are presented in Table 1. Due to the
complexity of the planning problem, authors have limited themselves to presenting the key constraints
for planning processes. However, it should be noted that there are several dozen of these constraints in
the system and all of them are taken into account by the planning algorithms. This is the reason why the
task-employee matching process is the most time-demanding step of the algorithm.

Table 1 contains both formal and legal restrictions, resulting from existing legal regulations and those
developed as good practices over the years of the company’s operation. Both of these groups are inter-
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esting. In practice, the second optional group may also be considered obligated, when they have a key
and clear influence on the quality of planning or subsequent execution of transport tasks.

Table 1. Selected limitations of work planning

Limitation Type Source
Daily rest (11h), weekly rest (24/35h) obligatory legislation; act about drivers working time
Maximum working time limits obligatory legislation; act about drivers

working time(10 hours per day, 60 hours per week)
Number of days off not less than the calendar obligatory legislation; labour code
Validity of periodic and psychological tests obligatory law
Validity of authorisations obligatory internal regulationsfor a specific type of rolling stock
Staff availability preferences optional information from employees(hours from/to, selected days)

To discuss an example, it will be a value to look at the parameter concerning the maximum number of
working activities day by day. Although the law allows for planning cycles of up to six days, due to the
nature of the work performed (shift work, high level of stress, changing climate conditions) it is desirable
to eliminate the sixth day of work. This allows the reduction of the engagement of employees, and the
distribution of the workload more evenly over the month. On the other hand, scheduling of single days
of work (a day off, a day of work and again a day off), although also not prohibited by law, is eliminated
in order to increase the comfort of employees. It also allows for a better grouping of days off, and,
statistically, employees more often receive a sequence of two days off (which corresponds to a typical
weekend). This constraint is an example of both obligatory constraint (1–6 days of continuous work)
and optional constraint (2–5 days of work on consecutive days). To reconcile these two perspectives, the
types of constraints take the form of configurable parameters in the system in most cases.

Some restrictions are relative in nature – they depend on other restrictions and the specific tasks
performed by the employee. For example, there is a concept of a working day which limits the working
day for an employee. For employees which work on the 1st and 2nd shifts, a day is contained in the time
period between 3.00 AM and 3.00 AM, and for those who perform also night duties – between 8.00 AM
and 8.00 AM. Since the second group is on duty only during the 2nd and 3rd shifts (without the 1st,
which means morning shifts), the next task of optimisation algorithms is to appropriately balance task
scheduling between workers on the 3rd shift. Planning night tasks (due to the rigid group of employees
handling them) has a higher priority. The remaining tasks must be balanced – completing the nominal
hours of night workers and between the remaining workers.

Proper distribution of free days (days off) remains a separate, important planning topic. An employee
is entitled to have the days off for Sunday (Wn – free for Sunday), for holidays (Ws – free for holiday)
and for ensuring a five-day working week (Wd – additional days off for Saturday). Each type of day off
may have defined criteria of occurrence, which is an additional limitation for scheduling algorithms. The
scheduling algorithm allocates the appropriate amount of time off according to the defined rules. The
most important of these rules are:

• every fourth Sunday off (free Sunday may occur more often),
• days off not less than the nominal number of days off (Saturdays, Sundays, holidays) in the given

planning period,
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• day off for Sunday must be scheduled within six days before or six days after this Sunday,
• holiday and Wd’s day off may be scheduled on any day within the planning period (provided it is

not a Sunday or a holiday),
• if Sunday and the public holiday fall on a Sunday or public holiday, it may not be taken on an-

other day.
The scheduling algorithm also takes into account all additional activities that are delivered as input

data – absences (illnesses, holidays according to the dictionary of types) or training (including defined
types of training in specific hours, e.g., OSH training). For each type of activity, there are defined assump-
tions for later settlement – whether it is a paid or unpaid day, whether it is included in the employee’s
nominal value or generates overtime etc.

The input data about employees is collected in the "Employee file". This is all the information that
refers to individual employees, and from the perspective of scheduling algorithms, the most important is
the information that may limit an employee’s availability, or otherwise specify limitations or preferences
for scheduling.

3.2. Key performance indicators (KPIs)

Algorithms responsible for assigning workers to tasks follow certain optimisation directions based on
defined KPIs. Each indicator has a numerical parameter associated with it, called the goal function
priority, which reflects to what extent the optimiser should take into account the given goal function.
This allows the DM to influence the optimisation process.

A total of over a dozen key indicators were defined to assess the quality of the plan and to match the
plan to DM preferences. Key indicators are these, which relate to the main directions of multi-criteria
optimisation. These indicators are:

• General task planning – determines the percentage of shifts to which an employee is assigned in
relation to all shifts from a given planning period (that means actually: task planning index) in the
considered planning horizon. The indicator is applied to morning, afternoon and night shifts (1st,
2nd and 3rd shift).

• Equality of deficiencies – the purpose of the KPI is to determine the uniform distribution of unas-
signed tasks over a given planning period.

• Home depot indicator – specifies the number of shifts assigned within the home depot to the total
number of shifts (working days). This indicator characterises the plan, the optimiser should strive
to make this value as high as possible. Additionally, the distribution of assignments from outside
the home depot should be equal among the employees.

• Equality of 2nd shift scheduling – assigning second shifts of afternoon services to employees as-
signed to the night schedule. This is the standard deviation of the number of hours resulting from
afternoon shifts assigned to night workers.

• Number of switches between the 1st and 2nd shift – if such transitions are allowed, then one of the
criteria for schedule quality is a number of them.

Such indicators are complemented by KPIs of qualitative nature. For instance, a special mechanism
was implemented to ensure the implementation of the "diversity of reserves" factor. The diversity of the
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length of the generated reserves should be as high as possible, which allows for matching the reserves
with the shortfalls in the transport tasks in a given month. The length of the generated reserves is adjusted
to the current transport tasks.

Among the KPIs there are also informative indicators which form the basis for plan evaluation for the
planner responsible for creating work schedules dedicated to a group of employees (from a given depot
or traction). These include indicators related to planning execution (measured at the stage of subsequent
plan implementation), service list variability (number of reserves per employee planned and executed),
the average length of service (average duration of service divided into shifts and types of days per depot)
or the length of non-issued shifts (calculated according to defined time intervals).

3.3. Financial aspects

Scheduling optimisation’s main aim, among other issues, is maximising the efficient use of labour. In
public transport, shifts for drivers and co-drivers have different lengths, so it is usually impossible to plan
the entire monthly hourly quota down to the minute. As a result, some activities are not desirable from
the employer’s point of view, but necessary to fill the employee’s calendar nomination. They are called
“plus reserves” (so-called, because they are an addition to the employee’s shifts), and in fact, they are
lost working time. The employee is formally at work, but usually, it is a short time, which does not allow
any use of the employee’s availability. Minimising plus reserves is an important planning goal.

A second important objective of planning is to minimise the level of overtime. Proper scheduling – as
balanced as possible and with maximum utilisation of the available working time – makes it possible to
reduce the amount of overtime – which, in turn, represents financial value for the company. The better
the scheduling, the less overtime is worked. Of course, to a certain level, due to the insufficient number
of employees, overtime naturally occurs anyway. In practice, the algorithm responsible for scheduling is
therefore designed to create a plan that minimises additional costs (e.g., overtime). Obviously, in the case
of a shortage of workers, it is impossible to ensure full staffing for the implemented tasks – the task of
the algorithms is then to maximise this staffing, as well as to ensure the possibility of employing workers
in additional time.

4. Methods

A single-objective optimisation (SOO) is a set of procedures routinely applied in different areas of
industry and science. As the name says, the SOO methods focus on problems where only one goal
function is considered, and the decision vector is a subject of optimisation according to this goal func-
tion. A variety of algorithms solving that task were proposed, e.g., simulated annealing [41], local
search, Tabu search [29], or genetic algorithm [30]. On the other hand, the multi-objective optimisa-
tion (MOO) problems, are designed to tackle qualitatively different problems, where multiple objective
functions exist and must be respected simultaneously. Here, instead of finding the optimum with respect
to a single goal, one needs to cope with multiple objectives, often conflicting with each other. The in-
teractions between goals result in multiple solutions for a particular problem, usually called trade-offs,
non-dominated, non-inferior or Pareto-optimal solutions. The multi-objective optimisation problems are
successfully addressed by many approaches [40], one of them is the family of multi-objective genetic al-
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gorithm (MOGA), which was proposed as a generalization of the single-objective genetic algorithm [48].
There are multiple variants of MOGA methods such as strength Pareto evolutionary algorithm (SPEA and
SPEAII) [68], Pareto archived evolution strategy (PAES) [42], Pareto envelope-based selection algorithm
(PESA, PESAII) [13], Niched Pareto genetic algorithm [35] and many others [21]. The presented re-
search focuses on the application of the NSGAII [16] in a scheduling problem.

4.1. The NSGAII method

The NSGAII method, similar to the majority of the genetic algorithms (GA) approaches, has the usual
structure involving population creation, selection and genetic operations. In particular, the key elements
of the NSGAII methodology can be sketched in the following way:

1. Create an initial population.
2. Carry out the non-domination sort.
3. Calculate the crowding distance.
4. Select a new population using crowded tournament selection, where solutions are compared based

on front ranking and in case of a tie by a crowding distance.
5. Apply genetic operators, i.e., create offspring.
6. If optimisation is not finished, return to Step 2.
Due to the fact that the crowding distance is taken into account explicitly, the NSGAII method tends

to return an evenly distributed Pareto front. In principle, this is a desirable feature, because it assures that
the solution space is spanned over a relatively large range of objective values, thus considered population
covers diverse cases. This leads to a high-quality, representative, Pareto front, which ultimately delivers
the final solution of desired properties, i.e., where the trade-offs between goals are at the expected level.

At the general level of consideration, the main optimisation task is, for a defined set of workers (M )
and a set of tasks (J), to create a schedule by assigning a single worker mi to a particular task ji. Due
to obvious reasons, if the availability of workers is not sufficient, some tasks remain unassigned. This
problem was proven to be NP-hard [24], thus to provide a solution in a feasible time, a heuristic approach
has to be used. In the presented approach the NSGAII procedure was chosen. Each chromosome, i.e., the
member of the population, is represented as a presorted vector of workers (M ). Such a vector processed
within a deterministic algorithm leads unequivocally to an assignment of employees to tasks. The whole
procedure is presented in Algorithm 1. At this level of generality, this procedure seems to be very simple.
In practice, however, the crucial point is the procedure responsible for the worker-task assignment. It is
a complex set of operations producing feasible solutions. Checking if m matches j, i.e., the verification
of all the business constraints, requires a thorough check of all the conditions defined in Section 3.1. All
the constraints defined either by Polish law or being an internal rule of the company must be explicitly
verified here.

These steps are executed to transform a chromosome into a feasible solution within the NSGAII algo-
rithm. The solution space exploration is reduced here to the exploration of potential workers’ presorted
vectors. This presorted vector of workers should be understood as the optimisation decision vector, fully
determining the resulting schedule. The decision vectors of this form, being the chromosomes in the
GA language, are the subject of all genetic operations like selection, cross-over or mutation. The re-
sulting population is then the subject of the quality estimation by means of the KPIs defined earlier (see
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Section 3.2). The assignment of the tasks to the workers can be considered as the mathematical trans-
formation of the decision vector into the space of the KPIs. The chosen MOO method, i.e., the NSGAII
approach, takes care of non-domination. This means that the genetic population approximates the Pareto
frontier and each next generation of the genetic procedure improves the Pareto frontier towards the ex-
act solution. In the end, the algorithms return the final, the best, Pareto frontier of the solutions. The
final step, discussed in the next Section, is to extract a single solution which reflects the best current
preferences.

Input: Array of workers M = [m1, . . . ,mn], Array of tasks J = [j1, . . . , jm]

Create vector M
for j ∈ J do

for m ∈ M do
if m matches j then

Assign m to j

proceed to the next j
end

end

end
Algorithm 1. Procedure of matching tasks with workers

4.2. The application of the MCDA to the extraction of final solution

In contrast to SOO, which returns a single best solution, MOO provides a set of non-dominated solutions
called a Pareto frontier. Without any additional preference information from a DM, these solutions are
incomparable and represent a trade-off between metrics. The MCDA algorithms are designed in such
a way that they support the DM with preference elicitation and ultimately lead to the extraction of a single
solution with expected properties [11]. Within these approaches, firstly, preference information reflecting
the value system of the DM is collected. Then it is applied to the dataset to provide recommendations.
Some of the most popular MCDA algorithms are analytic hierarchy process (AHP) [56], dominance-
based rough set approach (DRSA) [34], and family of ELECTRE methods [55]. Such algorithms are
widely applied in use cases from different areas including energy [12, 25], finance [49, 60], military
[15, 19, 37] or urban development [50, 52]. In particular AHP method has been applied to many real-
world problems [32, 54]. However, due to DM’s preferences, this method is not suitable for this use case.
The preferences of the DM were as follows.

• Poor performance on one criterion cannot be fully compensated by good performance on others.
• Algorithm should directly use per-criterion pairwise comparison thresholds, in particular indiffer-

ence and veto thresholds.
• Criteria expressed on different quantitative scales must be accepted

There is a variety of the MCDA approaches available, here in order to select an appropriate one we
have applied the methods selection system [10]. Among them the ELECTRE [22, 55] method seems to
be the most suitable for this problem while being also widely applied to real-world problems [20, 31].
The methods selection system suggested a number of methods satisfying the DM’s preferences as well
as meeting the problem description, e.g., PROMETHEE [7], TACTIC [63], RUBIS [6], and ELECTRE
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[22, 55]. The latter was found to be preferred by the DM due to multiple real-world applications [5, 31,
46] and a variety of extensions of that approach [33, 39].

4.2.1. The ELECTRE method

The family of ELECTRE methods are based on an outranking relation S, which can be interpreted as
equal or better. If one alternative outranks the other, it means that it is at least as good, based on the DM’s
value system, and there are no significant reasons to refute this relation.

In what follows the following notation was used:
• A = {a1, a2, . . . , an} – a set of decision alternatives (schedules coming from NSGAII).
• G = {g1, g2 . . . , gm} – a family of evaluation criteria.
• gj(ai) – the performance of alternative ai with respect to criterion gj . For clarity of the presentation

in what follows we assume that all criteria are of gain type meaning the higher value the better.
• qj, pj, vj – values of indifference, preference, and veto thresholds on criterion gj .
• wj – weight of criterion gj .

4.2.2. Preference information

The DM provides two types of preference information: weights associated with each criterion and thresh-
old values. Weights wj represent the strength of a given criterion and should be rather associated with
the number of votes than a numeric weight itself. In ELECTRE methods three thresholds are used:
indifference qj , preference pj , and veto vj . The first two are called intracriteria, and the last one is in-
tercriteria. The intracriteria thresholds impact only evaluation on that criterion, while intercriteria affect
general evaluation. The indifference threshold indicates a maximal difference on a given criterion that is
negligible. It can help reduce noise impact when dealing with imperfect knowledge [18]. The prefer-
ence threshold is a minimal difference denoting strict preference, whereas the veto threshold represents
minimal difference which is so significant that it invalidates preference relation.

4.2.3. The model

In this section, we present a variant of ELECTRE that was used for the selection problem. The method
constructs a matrix with the credibility of outranking relations for each pair of alternatives. That matrix
is later exploited with a net flow score (NFS) procedure to calculate a score for each alternative. Finally,
an alternative with the highest score is recommended.

To calculate the credibility of outranking relation, for a given ordered pair of alternatives (a, b), the
following procedure is applied:

1. For each criterion gj , calculate the marginal concordance function cj(a, b) presenting the strength
of an outranking b on gj . Value of cj(a, b) depending on gj(a) and gj(b) is presented in Figure 2
and mathematically can be expressed as:

cj(a, b) =





1 gj(a)− gj(b) ≥ −qj

0 gj(a)− gj(b) < −pj
gj(a)− gj(b) + pj

pj − qj
otherwise

(1)
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Figure 2. Dependence of the marginal concordance function
on the difference between two alternatives on one criterion
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Figure 3. Dependence of marginal discordance function
on the difference between two alternatives on one criterion

2. Calculate the comprehensive concordance index C(a, b) which denotes the strength of an outrank-
ing b on all criteria

C(a, b) =

m∑

j=1

wjcj(a, b)

m∑

j=1

wj

(2)

3. For each criterion gj , calculate the marginal discordance function dj(a, b) presenting the strength
of negation of an outranking b on gj . Value of dj(a, b) depending on gj(a) and gj(b) is presented in
Figure 3 and mathematically can be expressed as:

dj(a, b) =





1 gj(b)− gj(a) ≥ vj

0 gj(b)− gj(a) < pj
gj(b)− gj(a)− pj

vj − pj
otherwise

(3)

4. Calculate the credibility of an outranking relation defines as follows [47]:

σ(a, b) = C(a, b)

(
1−

[
max
0<j≤m

dj(a, b)

])
(4)
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The procedure is applied for each pair of alternatives resulting in matrix M , where M [i, j] = σ(ai, aj).
This matrix is then exploited using the NFS [8] procedure to calculate a score (si) for each alternative,
which is defined as follows:

si = φ+
i − φ−

i =
n∑

j=0

M [i, j]−
n∑

j=0

M [j, i] (5)

Finally, the alternatives are ranked according to the score si, and the one with the highest score is returned
as the final recommendation. Such an approach is more robust to the imperfect perspective of the DM.
This is in opposition to approaches like ELECTRE 1s, where a subset of solutions can be selected [31],
and still, the DM is obliged to make the final choice when only one alternative must be selected.

5. The results of optimisation

This section presents a discussion of the results obtained within a particular application of the optimisa-
tion approach to real data. The set of tasks contained 9003 items, and the optimisation problem was to
assign them to 573 workers/employees. In the first phase, the NSGAII method was applied to obtain the
Pareto front of the solutions. As already mentioned, without the additional preference information from
the DM, it is impossible to point out the final solution. Therefore, within the second phase, the preference
information is incorporated and utilised within the MCDA method.

The exemplary set of solutions is presented in Figure 4. The blue dots represent the feasible solutions;
the orange dots reflect 14 particular solutions that form the Pareto front. The performance of these
solutions is shown in Table 2.

Table 2. Pareto front of generated solutions1

Name KPI1↑ KPI2↑ KPI3↑ KPI4↓ KPI5↑ KPI6↓ KPI7↓ KPI8↓
a1 0.8683 0.8726 0.8000 74.7052 0.6296 5.5364 24.8440 0
a2 0.8690 0.8724 0.8000 74.6285 0.6298 5.5369 24.8440 0
a3 0.8692 0.8702 0.8000 81.8977 0.6286 5.5729 25.9767 0
a4 0.8697 0.8699 0.7905 77.7294 0.6234 5.4849 27.8632 1
a5 0.8713 0.8695 0.7905 67.6030 0.6218 5.4981 26.6789 0
a6 0.8724 0.8690 0.7905 68.5985 0.6190 5.4990 28.1957 1
a7 0.8729 0.8677 0.7905 71.5745 0.6273 5.4997 25.4752 1
a8 0.8756 0.8672 0.7905 79.5618 0.6234 5.5155 27.8992 1
a9 0.8770 0.8666 0.7905 63.8953 0.6281 5.5250 25.2300 1
a10 0.8790 0.8652 0.7905 66.1173 0.6288 5.5110 25.6365 0
a11 0.8792 0.8598 0.7905 70.3695 0.6271 5.4850 25.4279 1
a12 0.8797 0.8594 0.8000 68.6371 0.6293 5.5134 25.5040 0
a13 0.8822 0.8587 0.7905 68.4240 0.6222 5.4758 25.1981 0
a14 0.8824 0.8542 0.7810 80.6420 0.6292 5.5265 25.4271 1

1 Gain-type criteria are denoted by ↑, while cost-type criteria are denoted by ↓.

To illustrate the calculation phase, each step of the calculation of the credibility of the outranking
relation between solutions a13 and a7 is discussed in detail. The preference information used for this
study is presented in Table 3. The alternative a13 is equal to or better than a7 on KPIs 1, 3, 4, 6, 7, 8, thus
the marginal concordance functions in these criteria are equal to one cj(a13, a7) = 1, j ∈ {1, 3, 4, 6, 7, 8}.
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Table 3. Indifference, preference, and veto thresholds along with the weights used for this study

Type KPI1↑ KPI2↑ KPI3↑ KPI4↓ KPI5↑ KPI6↓ KPI7↓ KPI8↓
Indifference 0.005 0.005 0.01 1 0.002 0.01 0.5 2
Preference 0.02 0.02 0.02 3 0.005 0.03 1 3
Veto 0.05 0.05 0.05 10 0.02 0.1 5 10
Weights 5 5 3 2 2 3 2 1

0.860 0.865 0.870 0.875 0.880
KPI1

0.850

0.855

0.860

0.865

0.870

KP
I2

solution
pareto front

Figure 4. The distribution of the performance of the generated solutions
on the first two KPIs with the selection of the Pareto front

On KPI2 a13 is worse than a7 by more than the indifference threshold, however, less than the prefer-
ence threshold; thus, the marginal concordance function shall be calculated as follows:

c2(a13, a7) =
(0.8587− 0.8677 + 0.02)

(0.02− 0.005)
=

0.011

0.15
= 0.7(3) (6)

On KPI5, a13 is worse than a7 by more than the preference threshold; therefore, the marginal concor-
dance function is equal to zero. The marginal discordance function shall be calculated in the following
way.

d5(a13, a7) =
0.6273− 0.6222− 0.005

0.02− 0.005
=

1

150
= 0.00(6) (7)

Finally, one can calculate the comprehensive concordance index as

C(a13, a7) =
(1× 5 + 0.7(3)× 5 + 1× 3 + 1× 2 + 0× 2 + 1× 3 + 1× 2 + 1× 1)

(5 + 5 + 3 + 2 + 2 + 3 + 2 + 1)
≈ 0.855 (8)

After including the marginal discordance function, one can obtain the credibility of an outranking
relation for that pair of alternatives.

σ(a13, a7) = 0.855 (1− 0.00(6)) = 0.8493 (9)

After applying this procedure to each ordered pair of alternatives, a matrix that contained the cred-
ibilities of an outranking relation was created. Then, within the NFS procedure, the final score can be
calculated individually for each alternative. The obtained scores are presented in Table 4. Alternative a9
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attained the highest score, thus it was recommended as the best schedule generated with the genetic ap-
proach. Two main factors have decided to recommend the solution a9. First, it is placed in the middle of
the Pareto front with respect to the two most important criteria, and hence, when compared with other al-
ternatives in most comparisons, it is not worse by more than the indifference threshold. It results in a high
number of outranked alternatives which causes a relatively high value of a positive flow. Secondly, the
alternative has an outstanding performance on criterion g4. The difference in evaluations on this criterion
between a9 and other alternatives is nearly always higher than the preference threshold and sometimes
even above the veto threshold. This fact impacts the value of the marginal discordance function which
later invalidates the outranking relation over a9, thus the negative flow of this alternative is the lowest.
Relatively high positive flow with the lowest negative flow results in the highest overall score.

Table 4. Final scores for Pareto front

Name φ+
i φ−

i si
a1 8.23 9.57 –1.35
a2 8.28 9.55 –1.27
a3 2.73 11.92 –9.2
a4 4.78 10.8 –6.02
a5 10.78 7.75 3.03
a6 7.832 8.52 –0.69
a7 11.99 9.01 2.98
a8 3.97 12.95 –8.98
a9 12.73 5.0 7.73
a10 13.33 6.38 6.95
a11 12.36 7.83 4.52
a12 12.34 7.65 4.69
a13 11.43 6.71 4.72
a14 3.89 11.02 –7.13

6. Conclusions

The main aim of this publication was to provide an example of the implementation of an IT system
for human work planning using advanced mathematical algorithms. The business case is based on data
collected from different sources and levels of detail, which are used together to create work plans. The
introduction of a mathematical optimisation tool has helped to improve the quality of job scheduling.

Firstly, by implementing sophisticated mathematical algorithms, it was possible to expand the list of
criteria and constraints that are taken into account during planning. Until now, due to the mathematical
complexity of the problem, this was not always possible. In addition, the introduction of KPIs made it
possible to adapt planning criteria to individual needs – thanks to the preferences of a DM, it is now
possible to plan based on the prioritisation of selected goal functions.

The result of the optimisation mechanisms is the extracted Pareto front. In the course of genetic
optimisation, the Pareto front is constantly improved, but at some point, the algorithm finishes due to the
fulfilment of certain conditions. The Pareto front can be expressed as a table with the non-dominated
alternatives. Each of the alternatives is expressed as a vector of KPIs which reflect the business value.
Thus, a quite complex solution to the task assignment problem is expressed here in a very elegant and
concise way. The proper definition of the KPI space allows the extraction of the essential information,



72 M. Jurczak et al.

which forms the basis for the subsequent application of the MCDA method. On one hand, we cope
with the multi-criteria optimisation that the solution is a set of non-dominated alternatives. The NSGAII
method takes care of the quality of the Pareto front, especially in the context of the uniform distribution
of the solutions along the KPIs directions. On the other hand, the carefully chosen MCDA method
is applied to the Pareto front to select a single solution, because, in the end, this is relevant from the
practical perspective.

The article explains the basic principles of the planning process, the selected mathematical methods
and tools, and the reasons for their choice. The proposed here workflow is capable of efficient treatment
of the incoming planning data, turning them into suitable forms for further processing and ultimately
applying the proposed here methods. The end-user can introduce the preferences in a very straightfor-
ward way and obtains a single solution that can be the subject of manual correction, or can be directly
launched into the production environment. The appropriate definition of the KPIs opens the possibility
of the business-oriented interpretation of the results, and thus builds trust and confidence. The presented
approach provides the necessary in business applications consistency and efficiency. It combines the
well-established and commonly accepted multi-objective genetic approach with the application of the
MCDA method for the extraction of the final solution.
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We propose here a novel neural architecture dedicated to the prediction of time series. It can be considered
as an adaptation of the idea of Generative Query Network (GQN) to the data which is of a sequence
nature. The new approach, dubbed here as the Recursive Generative Query Network (RGQN), allows
for efficient prediction of time series. The predictor information (i.e. the independent variable) is one
or more of the other time series which are in some relationship with the predicted sequence. Each
time series is accompanied by additional meta-information reflecting its selected properties. This meta-
information, together with the standard dynamic component, is provided simultaneously in Recurrent
Neural Network (RNN). During the inference phase, meta-information becomes a query reflecting the
expected properties of the predicted time series. The proposed idea is illustrated with use cases of strong
practical relevance. In particular, we discuss the example of an industrial pipeline that transports liquid
media. The trained RGQN model is applied to predict pressure signals, assuming that the training was
carried out during routine operational conditions. The subsequent comparison of the prediction with
the actual data gathered under extraordinary circumstances, e.g. during the leakage, leads to a specific
residual distribution of the prediction. This information can be applied directly within the data-driven
Leak Detection and Location framework. The RGQN approach can be applied not only to pressure time
series but also in many other use cases where the quantity of sequence nature is accompanied by a
meta-descriptor.
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1. Introduction

Time series reflect numerous real-world phenomena

such as traffic,1 temperature, wind strength and

direction,2,3 disease spread,4 energy consumption,5

hippocampal rhythm modulation6 and pipeline pres-

sure. They are often augmented with additional

static metadata describing the time series, e.g. loca-

tion and road type in the case of traffic, country

size and wealth in disease spread modeling, loca-

tion along the pipeline and transported medium in

the case of pressure time series or time. Generally,

despite their continuous nature, measurements are

only available at a few specific, discrete locations for

fundamental reasons such as sensor placement limi-

tations or simply economic considerations. For these

circumstances, metadata can be used to interpolate

between data points and generate time series associ-

ated with any given description.5

Time series generation and forecasting are well-

known concepts with many approaches and appli-

cations. Markov chain is one of the best exam-

ples, widely used for modeling natural processes,7

for example, synthetically generating wind speed

time series,3 forecasting electricity production for a

grid-connected photovoltaic system,8 EEG analysis,9

EMG analysis,10 health monitoring,11,12 vibration

control,13,14 traffic engineering15–17 or generating

synthetic time series of irradiance.18 In addition,

there are applications of neural networks to multi-

variate time series,19 and many other scientific efforts

involving sophisticated neural architectures.20–28 An

excellent review on these topics can be found in

Refs. 29 and 30. It is worth mentioning that the

approach proposed here is not the standard time

series forecasting. The result is indeed a time series,

but the predictors are other time series that are

in some relation to the predicted one. The later

use cases presented involve the hydraulic behavior

of the pipeline, but, in general, any relation could

be reflected in both the static and dynamic com-

ponents of the data. This makes a comparison of

our method with standard time series prediction

approaches rather difficult.

The introduction of neural network models to

solve the generation problem by proposing Gener-

ative Adversarial Networks (GAN)31 was a notice-

able step forward. This approach is widely used

in image generation tasks.24,32,33 The basic concept

has evolved into different variants suitable for spe-

cific problems, such as Progressive GAN,34 Condi-

tional GAN,35 Wasserstein GAN36 and CycleGAN.37

GANs have also been applied to generate time

series.38 Yoon39 proposed a time series GAN suitable

for learning the temporal dynamics of time series and

reproducing it in the generated ones.

Another approach suitable for generating images

considering static metadata is called Generative

Query Network GQN40 where the model learns a

representation of the scene based on different cam-

era positions. In the prediction phase, the model is

able to generate an appropriate image representing

the scene from a given camera orientation that was

not provided directly in the training. We took inspi-

ration from the GQN approach and adapted it for

the generation of time series. Within the proposed

framework the graphical scenes are replaced with

time series and the camera position is substituted

with the corresponding meta-information associated

with the given time series. Technically, to incorpo-

rate the information contained in the time series, we

used the method proposed by us where both dynamic

and static features are captured by Recurrent Neu-

ral Network RNN.5 Such an approach is especially

desired in situations when some of the measurement

points are temporarily not available, so their outputs

have to be recovered based on values from other sen-

sors. The productive use case is analyzed, where pres-

sure measurements are predicted for common scenar-

ios of fluid pipeline operations. However, it is worth

noting that the presented framework is more gen-

eral and in principle can be applied to many other

real-live use cases. Moreover, it is particularly useful

for phenomena propagating both in time and space

domains.

The main focus of this paper is the applica-

tion of presented method in the context of Leak

Detection System (LDS), especially for oil and

gas pipelines. Regarding preventive measures for

mitigating pipeline accidents and resulting leaks,

the well-known, established results from industrial

research41,42 are already implemented both in norms

and in practice. In assessing the importance of the

measures, the requirement for LDS immediately fol-

lows the enforcement of strict regulations, implemen-

tation of safety and maintenance programs, and most

importantly, extensive cyclic training of pipeline

technical operators.43 The deployment of LDS,

2250056-2
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utilizing adequate pipeline monitoring equipment

capable of supporting leak detection functions, can

provide early warnings for the development of seep-

age, immediate rupture alarms, and also includes

the capability to locate leaks. These significantly

limit the pipeline downtime and most importantly,

the accumulation of environmental damage due to

prolonged leak. Ultimately, the well-performing LDS

allows for the effective dispatch of maintenance crews

for repair and cleanup.

Ideally, suppliers of LDS should determine

exactly how their systems will perform on a con-

sidered pipeline configuration before the installa-

tion. In practice, however, performance is highly

dependent on characteristics of the pipeline medium

such as compressibility, thermal expansion, density

and viscosity. Other important factors are pipeline

parameters such as diameter, length, elevation pro-

file, pipeline flexibility and roughness, and variables

measured by process instruments such as flow, tem-

perature or pressure. There are many methods and

approaches that can be used to detect pipeline leaks

and ruptures. For some of them, the critical informa-

tion about the pipeline integrity is brought with the

pressure signals, in particular, this is the case of the

Negative Pressure Wave method.44–46 There are also

other approaches in which these signals are of sec-

ondary importance or simply accompany many other

quantities, e.g. various mass-volume methods.47,48

However, in all these cases, the pressure signal plays

an important role and from a general perspective,

can be considered as a primary measurement.

The gold standards of computational LDS,

explicit hydraulic-based simulations of Real Time

Transient Model (RTTM) and complementary Neg-

ative Pressure Wave (NPW), are improved first

with statistical approaches, then with data-driven

approaches, including neural networks.49 These

were utilized to interpret running output, perform

input parameters tuning, and even provide inde-

pendent implicit models that share common voting

in ensemble architectures. Earlier surveys, includ-

ing one for gas LDS,50 focused on the differenti-

ation between pure hardware-based solutions and

established computational explicit methods or on

their fusions. Today, hardware solutions incorpo-

rate advanced software, and the distinction is drawn

between explicit models and data-driven approaches

or hybrids, see Refs. 41, 51 and 52 for oil, LNG and

water use cases, respectively. The roles change, for

example, as in the53 stack of data-driven methodolo-

gies, both inputs are processed and inherent knowl-

edge accumulates, while the explainable decision

rules on top are used to interpret the results. Tra-

ditional methods continue to evolve, such as analy-

sis of pressure points and statistical balance using

the Kantorovitch distance54 or adaptation of time

difference NPW to acoustic sensor data by cross-

correlating in domains of time or frequency.55 Unlike

Deeppipe56 with its GAN use of simulation as an

additional input, this paper proposes a generative

approach that completely replaces the generative

hydraulic calculations of RTTM with RGQN for

the pressure time series. As an application exam-

ple, the residues of RGQN generated predicted mea-

surements and sensor data are used to enhance

input to implicit attenuation-based NPW leak loca-

tion, as opposed to the explicit attenuation NPW

approaches.57

The main goals of the presented research are:

an adaptation of the GQN framework to data of

sequence nature, and providing the elaborated use-

case of LDS relevance. Within this use case, the main

responsibility of the RGQN architecture is to gen-

erate time series related to a certain position on a

pipeline based on an arbitrary number of other time

series positioned at different locations.

The remainder of this paper is organized as fol-

lows. Section 2 introduces the novel approach in

comparison with the traditional GQN. Section 3

describes the results of a case study on pressures in

the industrial pipeline, as well as some details related

to the computational environment. Section 4 con-

cludes the paper and indicates potential avenues for

future research.

2. Methods

In this section, we introduce a variant of GQN, which

we dubbed RGQN, adapted for time series. Further-

more, the novel approach takes advantage of proper

techniques to incorporate static metadata during the

processing of time series by initiating the hidden

states of the recurrent layers. In what follows, we

discuss the original GQN (see Sec. 2.1), and then

point out the adaptation to the nature of time series,

which is the key point of this novel approach (see

Sec. 2.2).
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Fig. 1. Schematic diagram of the original generative query network framework.

2.1. Generative Query Network

GQN is a deep learning framework suitable for

generating an image, representing a scene view

associated with the provided metadata, from images

of the same scene seen from other views. In other

words, the GQN model learns to create a given scene

by exploring its surroundings and taking different

views of it. In the following paragraphs, we introduce

the notation and discuss the main steps to create

the GQN framework. An in-depth discussion of this

framework can be found in Eslami’s paper et al.,40

here we just outline the idea along with the main

equations that we will refer to later.

2.1.1. Notation and data

The data fed into the representation network consist

of a set (oi) of observations (oki )

oi = {oki }k=1...K . (1)

Each observation includes K images (xk
i ) and their

associated parameterization (vk
i )

oki = (xk
i ,v

k
i ). (2)

These observations are transformed into the latent

representation ri, which is the final result of the rep-

resentation network denoted here as f :

ri = f(oi) =

K∑

k=1

f ′((xk
i ,v

k
i )), (3)

where f ′ is the transformation of single observation,

see Figs. 1 and 2 for the pictorial representation of f ′.
Finally, both latent representation ri together with

a query vK+1
i are used to generate an image

xK+1
i = g(ri,v

K+1
i ). (4)

Exemplary workflow is presented in Fig. 1, where two

images are used to create latent representation ri,

which is then combined with the metadata v3
i corre-

sponding to the generated image.

2.1.2. Architecture

The GQN model consists of two neural networks:

(1) a representation network f and (2) a generation

network g. The former is used to convey informa-

tion from input images (denoted as vectors xk
i ) and

metadata (denoted as vectors vk
i ) to the latent rep-

resentation ri, while the latter takes ri along with

the query metadata vK+1
i and generates the output

image xK+1
i . In addition, a stochastic variable z is

introduced as an auxiliary input to the network g. It

allows for the production of different outputs in the

case of uncertainty. Since the main subject of the

processing is an image, mostly Convolutional Neural

Networks (CNNs) are applied within both architec-

tures.

The representation network takes an image

together with its corresponding metadata as input.

The former is processed by convolutional layers with

stride, thus the size of such a layer’s output is

smaller than its input. The metadata is first pro-

jected onto the matching dimensionality and then

attached to the processed image as an additional

layer. Each image pair with metadata is processed

separately by the representation network, and then

the latent variables rki , calculated for each of them

are summed into a final latent representation ri
covering all contributions of the individual scene

observations.

The generating network utilizes the output of

the representation network together with metadata

forming the query to generate the final image.
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Fig. 2. Schematic diagram of the novel recursive generative query network.

2.2. Recursive Generative Query
Network

The GQN approach based on convolutional neural

networks allows generating a new image from

representative images and static meta-data. Anal-

ogous to GQN, an example workflow of the novel

approach is depicted in Fig. 2. At a general level,

the overall network architecture is the same as in

the original approach. However, due to the sequen-

tial nature of the time series, different neural layers

are used. The basic unit of the final model is a recur-

rent neural network enriched with static metadata,

similar to the one presented in Miebs’ work et al.5

The first recurrent layer has its states initialized with

static metadata processed using dense layers. The

recurrent output (all hidden states) is passed as input

to the next recurrent layer, while the last states are

concatenated with the initial states of the previous

layer, processed with a dense layer, and used to ini-

tialize states of the next recurrent layer. The LSTM

units have both hidden and cell states (contrary to

GRU units where only the former one exists). There-

fore, besides the dynamic input, the LSTM units are

also supplied with the transformed concatenation of

current and previous hidden and cell states, result-

ing in two additional inputs. In standard application

of the LSTM it is not necessary, but here this leads

to the incorporation of static meta information. The

dense layers have the same number of units as the

recurrent layers whose initial states they initialize.

The architectural diagram of the neural network dis-

cussed above is shown in Fig. 3. The RGQN model

can be conceptualized as a meta-architecture com-

posed of the sub-architectures being the RNNs with

static features incorporated.

Neural models built on this architecture are

involved in both the representation and generation

parts of the network. The representation component

accepts two inputs that together form a single obser-

vation oi (see Eq. (2)): (1) dynamic denoting pressure

time series and (2) static metadata describing the

location and time related to the dynamic data. The

output, or latent representation (see Eq. (3)), con-

sists of time series equal to the number of units in the

last Long-Short Term Memory Unit (LSTM) layer.

This latent representation is used as a dynamic input

to a generation network along with the query consist-

ing of static data describing the location and time for

the generation of pressure series (see Eq. (4)). The

output of the representation network, i.e. the latent

state, can be thought of as a compressed and well-

structured representation resulting from any number

of incoming observations. This abstract quantity is

then passed to the generation network as a feature,

and the task of the generation network is to trans-

form the latent state into the expected time series

according to a query, which is also passed to the

generation network. We have decided not to use the

latent stochastic variable z, since the uncertainty is

not expected in the considered task. Nevertheless, it

can easily be added as an additional input to the

generation network g, if needed.

The architecture of the neural network was the

subject of optimization. The final model was selected

after testing multiple architectures. It consists of the

encoder part with 5 layers having 128, 64, 64, 32

units, and 16 for the latent representation, respec-

tively. The decoder part also consists of 5 layers with

128, 64, 32, 8 and 1 unit. It is worth noting that

smaller networks do not perform significantly worse

and can still be used successfully in a wide range of

approaches. However, we have decided to use a larger

network in this study.

The architecture described above, being an

adaptation of the GQN model to the sequence data,

2250056-5



November 3, 2022 17:54 2250056

G. Miebs et al

Fig. 3. The architecture of a recurrent neural network
enriched with static metadata.

opens a gateway for a variety of new applications.

One might consider time series of a different nature

or sequences that do not involve the time domain

at all.

3. Experiments

In this section, we present and discuss the results

achieved with the RGQN approach on simulated

pipeline transporting liquid medium where the pro-

cess variables are pressure time series. We chose to

simulate the process data to explore the full potential

of the proposed model by testing different scenarios

and obtaining pressure values for any point in the

pipeline. Such a flexible playground is impossible

to achieve with productive data for many reasons,

e.g. due to fixed pipeline topology, set of hydraulic

events, etc. However, in the following, we will also

consider the existing pipeline topology, which can be

considered a more realistic use case.

Our focus here is on hydraulic events, i.e. pres-

sure phenomena that cause certain disturbances in

the pipeline. The modeling of hydraulic events is of

key importance in LDS, because pipeline ruptures

cause such events, and efficient algorithms that cap-

ture them are critical from the leak detection per-

spective. Hydraulic events are typically reflected in

pressure profiles as certain patterns. These are usu-

ally simple increases or decreases, oscillations, or

other more complex shapes depending on the nature

of the disturbance. Other factors that affect pres-

sure include geodetic elevation and distance from the

location where the event occurred. In the following

study, we consider the following 4 scenarios:

(1) Measurements are available for all points in a

pipeline (see Sec. 3.2).

(2) Measurements are available for a fixed number

of equidistant points (see Sec. 3.3).

(3) Breakdown of a subset of sensors, so that mea-

surements are available for a variable number of

irregularly distributed points determined by the

pipeline’s topology (see Sec. 3.4).

(4) Leak occurrence, indicated by growing predic-

tion errors (see Sec. 3.5).

All calculations were performed in the Python

environment under the Ubuntu 18.04 LTS operat-

ing system. The neural model has been created with

Keras library,58 the backend was Tensorflow 2.8.59

The entire list of languages and libraries with ver-

sion numbers is presented below:

• Python, 3.9.10,

• Keras, 2.8.0,58

• TensorFlow, 2.8.0,59

• Matplotlib, 3.5.1,60

• pandas, 1.4.0,61

• scikit-learn, 1.0.2.62

The development was carried out in Jupyter note-

books. The computationally demanding calculations,

in particular the training of the neural models, were

carried out with a GPU support. Here, we used
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Nvidia GeForce 2080Ti graphics cards with CUDA

11.6 libraries.

3.1. Data generator

In order to reflect the most important pipeline condi-

tions, we proposed a parameterized data generator to

simulate the fluid behavior in the pipeline. It adopts

the following parameters:

• Set of points describing geodetic altitude at a

given position with assumed linear interpolation

between them (values from 0.75 to 1.25).

• Base pressure – the mean value of the pressure

before the event occurs (value from the uniform

distribution U(−0.5, 0.5)).

• Pattern – a curve reflecting a particular hydraulic

event.

• Speed – the speed of the pattern propagation

(U(0.5, 1.5)).

• Noise – the scale of the Gaussian noise added to

the time series.

These parameters determine the generated pres-

sure time series after an event for a given location

and time in a specific pipeline. For simplicity, it is

assumed that events are always generated at the first

station and propagate in one direction towards the

end of the pipeline. Each pattern is random:

(1) Generate a pair of starting and ending points

from (U(−0.5, 0.5)).

(2) Generate a third of window size points from

equidistant linear interpolation of the pair above.

(3) Generate random power from 1, 2, 3 set and raise

all points to that power.

(4) Divide all points by a maximum of absolute

value.

(5) Generate a divisor from (U(1.2, 2.2)) and divide

all points by it.

The following procedure is used to generate the pres-

sure time series:

(1) Fill the vector with a base pressure.

(2) Multiply the vector with the scaling factor for an

altitude of a given position.

(3) Divide the pattern by the logarithm of the dis-

tance from the event occurrence.

(4) Add the pattern to a vector at a proper index

calculated using speed and position.

(5) Add noise from the normal distribution multi-

plied by a given factor (U(−0.002, 0.002)).

For each pipeline defined by a set of points describing

geodetic altitude, 768,000 cases were generated and

used in the training phase while validation and test

sets consist of 12,800 cases each. The start of any

event is taken as the base, where time is zero as the

event wave head starts to propagate outwards from

the source location. For measurements other than at

the source location, time is relative and describes the

amount of time before or after time zero. The train-

ing was carried out with Adam optimizer63 available

in Tensorflow library.59 The training stop condition

was determined based on the detection of a plateau

on the loss function curve calculated with indepen-

dent validation data.

3.2. All points available

In this experiment we assumed unlimited measure-

ments anywhere in the pipeline. Such a scenario

is unrealistic; however, it demonstrates the model’s

learning capabilities. In both the training and valida-

tion phases, pressure values from any location were

supplied to the model, thus it was able to generate

pressure time series for any location in the pipeline.

The observed error metrics, presented in Table 1,

are comparable to the order of magnitude of the noise

(4.0 × 10−6 for mean squared error and 1.6 × 10−3

for mean absolute error), the mean squared error is

less than 10−4 and the mean absolute error is less

than 10−2; thus, we can assume that the model was

capable of generating pressure time series based on

similar measurements at other locations. The model

can handle a variety of patterns, as shown in Fig. 4.

To examine the performance of the RGQN model, we

have developed an auxiliary GQN architecture that is

Table 1. Comparison of mean squared error and
mean absolute error for an experiment with all points
available during the training phase for 3 pipeline
topologies applying a novel RGQN approach or an
adjusted classical GQN.

RGQN GQN

Pipeline ID MSE MAE MSE MAE

P1 7.54e-5 4.72e-3 4.35e-4 1.37e-2
P2 8.06e-5 5.48e-3 4.77e-4 1.83e-2
P3 4.72e-5 4.77e-3 2.54e-4 1.22e-2
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Fig. 4. Comparison of model output – simulation, with
the ground truth – real value.

capable of accepting time series. The only difference,

compared to RGQN, is the replacement of recurrent

units by 1D convolutional units and slightly differ-

ent handling of static meta-information. The novel

approach RGQN performs significantly better than

the auxiliary GQN model. The prediction errors are

one order of magnitude smaller in favor of the RGQN

approach.

3.3. Limited points available

In the following experiment, only 10 uniformly dis-

tributed measurement locations were selected. This

is a more realistic scenario in which, for example, a

buried pipeline cannot be fully monitored, and only

pre-installed sensors provide data on its condition.

The tests were conducted in two different ways. First,

time series generation was tested at points from a

predefined space of sensor locations that participated

in the training phase. Second, to test the general-

ization capability, the model was required to gen-

erate pressures for locations that were not part of

Table 2. Mean squared error and mean absolute
error for experiment with selected points available
during the training phase and tested on the same
set of points and at intermediate positions for 3 dif-
ferent topologies of the pipeline.

Selected points All points

Pipeline ID MSE MAE MSE MAE

P1 4.76e-5 4.75e-3 7.06e-4 1.31e-2
P2 3.01e-5 4.18e-3 1.09e-3 1.10e-2
P3 6.28e-5 5.54e-3 6.18e-4 1.07e-2

the training dataset, that is, the model was never

exposed to data from these locations. The test points

were chosen such that the height between them was

always a linear interpolation. This ensures that the

results for all points are comparable because the

model is equipped with all the information necessary

to generate a time series for a given location.

The performance obtained on the predefined sen-

sor positions available during the training phase is

comparable to that of the experiment in which all

measurement points were available during training

and testing, see Table 2. As can be expected, the

performance for any location on the pipeline is worse

than for the actual measurement points, but the

accuracy obtained is still at a satisfactory level. The

quality of the results for both approaches is stable

when pipelines with different topologies are used.

During the training phase the performance in

both cases, i.e. all points and arbitrary points, stag-

nates early (see Figs. 5 and 6).

Fig. 5. Performance on validation sets through learning
phase expressed as mean squared error.
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Fig. 6. Performance on validation sets through the
learning phase expressed as mean absolute error.

3.4. Real-life scenario: Breakdown of
sensors

For the purpose of presenting the following exper-

iments in this and in the next section, the mea-

surement stations were organized according to the

topology of the actual pipeline. The pipeline segment

under consideration consists of 23 stations equipped

with pressure sensors, distributed irregularly along

the pipeline. For reasons of anonymity, the positions

of individual stations, which are also distances from

the upstream entrance of the pipeline, were expressed

in an arbitrary unit that roughly corresponds to the

distance traveled by the pressure wave in a few tens

of milliseconds. The distances between the adjacent

stations range from a few hundred meters to several

dozen of kilometers, and the length of the pipeline

segment can be several hundred kilometers.

The experiment presented in this section is a gen-

eralization of the scenario described in Sec. 3.3. In a

productive application, the measurements of the 23

stations provide data to a hydraulic model that can

analyze the condition of the entire pipeline. However,

it may happen that some of the measurement points

are inaccessible due to failures, connection problems,

maintenance, etc. The purpose of the model is to

generate pressure time series for the missing sensors,

based on the remaining available measurements.

In order to examine how model performance

changes as the number of active sensors increases,

we conducted the following experiment. For a given

number of active sensors, at each trial, we randomly

excluded the corresponding subset of sensors and

Fig. 7. Performance of the model depends on the num-
ber of active sensors expressed as mean squared error and
mean absolute error, respectively.

predicted only for a randomly selected inactive sen-

sor. Figure 7 shows the MSE and MAE for all tri-

als (200,000) for each number of active sensors. The

results obtained are consistent with intuition; the

largest error occurs when only one sensor is avail-

able. In this case, the model does not have infor-

mation on the wavefront velocity responsible for sig-

nal propagation with time along the pipeline, so it

cannot correctly reconstruct the pressure time series.

The experiment also shows that the availability of at

least 2 sensors is sufficient to reconstruct the signal

sonic velocity. However, the higher the number of

active sensors, the smaller the errors that occur in

the reconstruction phase.

It is also interesting to look at the model’s behav-

ior for a more extreme situation, i.e. one in which

the last sensor is reconstructed from a given number

of preceding sensors (starting with the beginning of

the pipeline). As in routine operations, technological

events appear first at these points; the reconstruc-

tion is very important to avoid false alarms for leak
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Fig. 8. Performance of the model depending on the
number of active sensors expressed as mean squared
error, where active sensors are taken from the beginning
or the end of the pipeline, respectively.

locations near borders. In this case, Fig. 8 shows the

dependency of the prediction residuals (expressed as

MSE and MAE) as a function of the number of sen-

sors supplied sequentially to the model. The largest

error is observed, as intuitively expected, for the case

when the scene is formed from just a single sen-

sor. The model is unable to adequately reproduce

the velocity of the event, resulting in a poor recon-

struction of the time series. Successively adding more

sensors improves the reconstruction and ultimately

removes the residuals almost completely when all

available sensors are used to create the scene.

Moreover, we observed that predictions based on

neighboring sensors have less error than predictions

based on distant measurements, see Fig. 9. As an

experiment, the predictions for a sensor located in

the center of the pipeline were based on a varying

number of neighboring sensors on each side. In the

second case, the predictions were based on sensors

placed at the periphery of the pipeline, the number

Fig. 9. Performance of the model depends on the num-
ber of active sensors expressed as mean squared error for
the neighboring sensors and border sensors, respectively.

Fig. 10. Experiment cases: (1) predictions for the mid-
dle sensor are based on the neighboring sensors, the error
of the prediction depends on the number of sensors at
each side and (2) predictions for the middle sensor are
based on the edge sensors, the error of the prediction
depends on the number of sensors at each side.

of which was the same on each side of the sensor

under consideration. The method of sensor selection

in both cases is explained in Fig. 10. The orange cir-

cle reflects the sensor which is being reconstructed,

the little blue circles are the sensors used for the

scene creation. The light blue arrows show the direc-

tion of subsequent pairwise incorporation of the sen-

sors, either from the center to the edge (1) or from

the edge to the center (2).

3.5. Real-life scenario: Leak detection

The aim of the last experiment is to examine the

behavior of the model in the presence of a leak,

which manifests itself as a pressure drop of decreas-

ing amplitude, propagating in both directions along

the pipeline. As expected in such a case, the predic-

tion errors will generally be larger than in the sit-

uation without leakage, since no data loaded with

leakage effects were provided in the training phase.

To rephrase, during the training phase, we only pro-

vide data containing standard events reflected by
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pre-defined patterns. Therefore, the model is not

capable of predicting the additional effect associated

with leakage, which ultimately leads to an increase

in the prediction error. The prediction error should

be inversely proportional to the distance from the

leakage site because the leakage effect is more pro-

nounced at sites close to the leak location. This is

exactly the result of our experiments.

In order to make our model capable of detecting

leakage, we re-trained the previously applied model

with data in which events originate from both the

beginning and the end of the pipeline. This means

that the data were expanded so that events in both

the left and right directions were made available to

the model. As mentioned above, only ordinary events

are provided to the model during training, reflect-

ing the prospective business application. The model

is exposed to standard events that are associated

with regular pipeline operation, i.e. no-leak scenar-

ios. In the case of a leak event, the model receives

qualitatively different data that includes additional

hydraulic effects associated with the leak and propa-

gating from the location of leak origin. This happens

exclusively in the inference phase when the previ-

ously trained model is simply exposed to a stream of

currently acquired process data.

The prediction error comparisons (MSE) between

the leaky and no-leak cases, shown in Figs. 11–13,

fully support the assumptions made above. First, the

cases without leaks (orange dots) are almost per-

fectly predicted by the model. This is exactly the

expected behavior — the model has been trained

Fig. 11. Comparison of the model’s performance for
leak occurring in the middle of the pipeline’s length and
nonleak case expressed as a mean squared error.

Fig. 12. Comparison of the model’s performance for
leak occurring in the first quarter of the pipeline’s length
and nonleak case expressed as a mean squared error.

Fig. 13. Comparison of the model’s performance for
leak occurring in the third quarter of the pipeline’s length
and nonleak case expressed as a mean squared error.

on such data and is therefore able to predict pres-

sure values of standard events almost perfectly. On

the other hand, the blue dots reflect the predictions

residual for cases where the simulated leakage effect

was included in the data during the inference phase.

Here we observe a general deterioration of the pre-

diction capability, but more importantly, the resid-

ual values increase exponentially with decreasing dis-

tance from the leak site (leak site is denoted by a ver-

tical dashed red line). This can be easily explained by

the fact that the hydraulic effect of leakage is simply

stronger at locations close to the leak, meaning that

the data are more misleading to the model, what

is directly reflected in higher residual values. Fur-

thermore, the relative residual values can be used to

estimate the location of the leak.

In this experiment, each sensor signal has been

reconstructed from a subset of all other sensors that
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were used to create the scene. Three cases, differ-

ing in the location of the leakage, were investigated,

namely:

• the leak in the middle of the pipeline (between

12th and 13th sensor),

• the leak around the first quarter of the pipeline’s

length (between 6th and 7th sensor),

• the around a third quarter of the pipeline’s length

(between 19th and 20th sensor).

Similar results can also be obtained for arbitrary leak

locations. As mentioned earlier, the largest errors

occur exactly in the leak location area. This can be

explained by the fact that the model only knows the

propagation of the events occurring at the beginning

and at the end of the pipeline, so a sudden increase

in the amplitude at the intermediate location of the

pipeline is an unexpected issue for the model.

It is clearly visible from Figs. 11–13 that the

approximate leak location can be determined by ana-

lyzing the prediction residuals. They form an expo-

nential curve, in Fig. 14, we present fitted curves

to the functional form y = A × exp(B × x) + C,

where A,B,C are fitting parameters. The intersec-

tions point can be considered as an approximated

leak location, which in this case was ca. 5006. This

compares well with the assumed value of 5000.

Fig. 14. The simple methodology for estimating the
leak location. The points at the left and right sites with
respect to the leak position were independently fitted to
the curve of the form: y = A × exp(B × x) + C. The
leak location can be estimated as an intersection point
between these two curves. The values of the coefficients
(A,B,C) are: (2.06e − 07, 2.37e − 03, 2.25e − 03) and
(5.46e+02,−1.98e− 03, 2.45e− 03), respectively, for the
left and right curves.

In summary, we would like to emphasize that the

methodology presented here can be considered a reli-

able basic component of the LDS. The model can

be routinely exposed to incoming data that are usu-

ally devoid of leak effect. This assumption implies

that the predictive model incorporates the standard

hydraulic profile picture of the pipeline during train-

ing. Subsequently, during the inference phase, the

model is able to quantify the abnormal effects asso-

ciated with leaks. This directly opens up the possi-

bilities for LDS applications.

4. Conclusions and Future Efforts

We have proposed a novel approach based on the

GQN framework suitable for processing the time

series. The model was proven to be capable of pre-

dicting pressure values at a given time and position

in a pipeline based on the other measurements. This

input information is transformed into a latent rep-

resentation reflecting the current state of a pipeline,

which is then used to make predictions for a given

query. This approach was tested in four different sce-

narios. Within the first one, the most idealistic case,

the model was exposed to data from every possible

point in the pipeline in the training phase. In the

second scenario, a more realistic one, the model was

exposed to data from a limited number of evenly dis-

tributed measurement points. The model has proven

to have generative capabilities for predefined points

as well as for any arbitrary location in the pipeline.

In the third example, utilizing a real-life pipeline’s

topology, measurement points were distributed irreg-

ularly along the pipeline and the prediction phase

was applied only to these points, in order to reflect

a business case of sensor’s breakdown. In the last

experiment, we have shown the capability of the

RGQN framework to be the key component of the

LDS. By a simple analysis of the prediction error

obtained from the data comprising the leak effect,

one can detect the presence of the leak, as well as

calculate the approximate leak location.

It is noteworthy that the approach presented here

can be applied not only to pressure prediction but

to all other use cases where time series are accom-

panied by some static descriptor, e.g. road traf-

fic, energy consumption, weather forecast, etc. As a

future effort, we plan to apply this methodology to

realistic data obtained from the pipeline transporting
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real media. Another direction for future work will be

the application of the framework presented here to

the time series reflecting energy consumption or gen-

eration, especially in the context of prosumers and

renewables.
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25. P. Kovács, G. Bognár, C. Huber and M. Huemer,
Vpnet: Variable projection networks, Int. J. Neural
Syst. 32 (2022) 2150054.

26. A. Olamat, P. Ozel and A. Akan, Synchronization
analysis in epileptic EEG signals via state transfer
networks based on visibility graph technique, Int. J.
Neural Syst. 32 (2022) 2150041.

27. G. Zhang, H. Rong, P. Paul, Y. He, F. Neri and
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F. d’Alché-Buc, E. Fox and R. Garnett (Curran
Associates, 2019), pp. 5508–5518.

40. S. M. A. Eslami, D. J. Rezende, F. Besse, F. Viola,
A. S. Morcos, M. Garnelo, A. Ruderman, A. A. Rusu,
I. Danihelka, K. Gregor, D. P. Reichert, L. Buesing,
T. Weber, O. Vinyals, D. Rosenbaum, N. Rabi-
nowitz, H. King, C. Hillier, M. Botvinick, D. Wier-
stra, K. Kavukcuoglu and D. Hassabis, Neural scene
representation and rendering, Science 360 (2018)
1204–1210.

41. M. A. Adegboye, W.-K. Fung and A. Karnik, Recent
advances in pipeline monitoring and oil leakage
detection technologies: Principles and approaches,
Sensors 19(11) (2019) 2548.

42. N. Turner, Hardware and software techniques for
pipeline integrity and leak detection monitoring, in
Offshore Europe (Society of Petroleum Engineers,
Aberdeen, 1991), pp. 139–148.

43. D. Hovey and E. Farmer, Pipeline leak probability
and where to target the next maintenance dollar,
Pipes Pipelines Int. 44 (1999) 41–43.

44. M. R. Delgado and O. B. Mendoza, A comparison
between leak location methods based on the nega-
tive pressure wave, in 2017 14th Int. Conf. Electri-
cal Engineering, Computing Science and Automatic
Control (CCE) (IEEE, 2017), pp. 1–6.

45. Q. Chen, G. Shen, J. Jiang, X. Diao, Z. Wang, L. Ni
and Z. Dou, Effect of rubber washers on leak loca-
tion for assembled pressurized liquid pipeline based
on negative pressure wave method, Process Saf. Env-
iron. Prot. 119 (2018) 181–190.

46. H. Li, D.-Y. Xiao and X. Zhao, Morphological filter-
ing assisted field-pipeline small leakage detection, in
2009 IEEE Int. Conf. Systems, Man and Cybernetics
(IEEE, 2009), pp. 3769–3774.

47. P. Ostapkowicz, Leak detection in liquid transmis-
sion pipelines using simplified pressure analysis tech-
niques employing a minimum of standard and non-
standard measuring devices, Eng. Struct. 113 (2016)
194–205.

2250056-14



November 3, 2022 17:54 2250056

Predicting a Time-Dependent Quantity Using Recursive Generative Query Network

48. J. Wan, Y. Yu, Y. Wu, R. Feng and N. Yu, Hierarchi-
cal leak detection and localization method in natu-
ral gas pipeline monitoring sensor networks, Sensors
12(1) (2011) 189–214.

49. G. Geiger, State of the art in leak detection and
localisation, Proc. Pipeline Technology 2006 Conf.
25 April 2006, Hannover, pp. 1–25.

50. P.-S. Murvay and I. Silea, A survey on gas leak detec-
tion and localization techniques, J. Loss Prev. Pro-
cess Ind. 25 (2012) 966–973.

51. O. Akinsete and A. Oshingbesan, Leak detection
in natural gas pipelines using intelligent models,
SPE Nigeria Annual Int. Conf. and Exhibition, 5–
7 August 2019, Lagos, Nigeria, D023S009R001.

52. Z. Hu, B. Chen, W. Chen, D. Tan and D. Shen,
Review of model-based and data-driven approaches
for leak detection and location in water distribution
systems, Water Supply 21 (2021) 3282–3306.

53. I. Amini, Y. Jing, T. Chen, A. Colin and G. Meyer,
A two-stage deep-learning based detection method
for pipeline leakage and transient conditions, in
2020 IEEE Electric Power and Energy Conference
(EPEC) (IEEE, Edmonton, AB, 2020), pp. 1–5.

54. B. Arifin, Z. Li, S. L. Shah, G. A. Meyer and
A. Colin, A novel data-driven leak detection and
localization algorithm using the kantorovich dis-
tance, Comput. Chem. Eng. 108 (2018) 300–313.

55. K. Angelopoulos and G. O. Glentis, Performance
assessment of correlation methods for the velocity
estimation of vibro-acoustic signals propagating in
fluid-filled pipelines, in 2021 10th Int. Conf. Mod-
ern Circuits and Systems Technologies (MOCAST )
(IEEE, Thessaloniki, 2021), pp. 1–6.

56. J. Zheng, Y. Liang, N. Xu, B. Wang, T. Zheng, Z. Li,
Q. Liao and H. Zhang, Deeppipe: A customized gen-
erative model for estimations of liquid pipeline leak-
age parameters, Comput. Chem. Eng. 149 (2021)
107290.

57. J. Li, Q. Zheng, Z. Qian and X. Yang, A novel
location algorithm for pipeline leakage based on the

attenuation of negative pressure wave, Process Saf.
Environ. Prot. 123 (2019) 309–316.

58. F. Chollet et al., Keras (2015), Software available
from keras.io.

59. M. Abadi, A. Agarwal, P. Barham, E. Brevdo,
Z. Chen, C. Citro, G. S. Corrado, A. Davis,
J. Dean, M. Devin, S. Ghemawat, I. Goodfellow,
A. Harp, G. Irving, M. Isard, Y. Jia, R. Jozefow-
icz, L. Kaiser, M. Kudlur, J. Levenberg, D. Mané,
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a b s t r a c t 

We consider a real-world problem faced in some blockchain ecosystems that select their active 

validators—the actors that maintain the blockchain—from a larger set of candidates through an election- 

based mechanism. Specifically, we focus on Polkadot, a protocol that aggregates preference lists from an- 

other set of actors, nominators, that contain a limited number of trusted validators and thereby influence 

the election’s outcome. This process is financially incentivized but often overwhelms human decision 

makers due to the problem’s complexity and the multitude of available alternatives. This paper presents 

a decision support system (DSS) to help the nominators choose the validators in an environment with 

frequently changing data. The system structures the relevant multiple attribute problem and incorporates 

a dedicated active learning algorithm. Its goal is to find a sufficiently small set of pairwise elicitation 

questions to infer nominators’ preferences. We test the proposed solution in an experiment with 115 real 

nominators from the Polkadot ecosystem. The empirical results confirm that our approach outperforms 

the unaided process in terms of required interaction time, imposed cognitive effort, and offered efficacy. 

The developed DSS can be easily extended to other blockchain ecosystems. 

© 2023 Elsevier Ltd. All rights reserved. 

1. Introduction 

A blockchain is a decentralized data structure for storing in- 

formation in blocks linked via cryptography. Each block contains 

transactions that are instructions on how the underlying state of 

the database is changed. The key problem that blockchains solve is 

how distributed computer nodes agree on those changes and ob- 

tain a valid and collectively controlled data structure. Thanks to 

their ability to decentralize data storage and allow for adequate 

data consistency checks, blockchains have emerged as a disruptive 

technology over the last decade [42] . They are vital to ensuring 

data validity and security without needing a trusted third party. 

Although they are best known for their crucial role of recording 

transactions in cryptocurrency systems, they have been considered 

a key enabling technology for innovation in fintech [39] , the Inter- 

net of Things [1] , Industry 4.0 [2,7] , big data [8] , and supply chain 

management [26,38] . 

� Area Decision Analysis and Preference-Driven Analytics This manuscript was 

processed by Associate Editor Alessio Ishizaka. 
∗ Corresponding author. 

E-mail addresses: gehrlein.jonas@protonmail.com (J. Gehrlein),

grzegorz.miebs@cs.put.poznan.pl (G. Miebs), matteo.brunelli@unitn.it (M. Brunelli), 

milosz.kadzinski@put.poznan.pl (M. Kadzi ́nski) . 

In our study, we solve a decision problem prominent in var- 

ious Proof-of-Stake (PoS) blockchains that employ an approval- 

based election for selecting validators , the actors that maintain the 

blockchain. Those validators are relevant for the security of the 

network and often protect billions of dollars worth of value. Cru- 

cially, a wide-spread underlying assumption to guarantee security 

is that at least two-thirds of the actors are trustworthy and ad- 

here to the protocol rules [37] . Hence, the systems’ security de- 

pends on a mechanism to prevent malicious entities from control- 

ling a critical mass of validators. However, the permissionless na- 

ture of those blockchains allows anyone to become a validator can- 

didate. As there is no automated way to judge the trustworthiness 

and capabilities of a candidate in this setting, protocols often intro- 

duce a second set of actors, the nominators (also called delegators). 

Those are human Decision Makers (DMs) tasked to scan all candi- 

dates and select suitable validators they deem trustworthy. To do 

so, the nominators individually submit unordered preference lists 

of sometimes multiple candidates, which are then aggregated and 

used to determine the active set of validators according to the re- 

spective election algorithm. In most protocols, elections occur fre- 

quently, and preference lists can be updated continuously. If nom- 

inators make no changes, their previous list is reused in the next 

election. 

https://doi.org/10.1016/j.omega.2023.102869 
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To motivate nominators and compensate them for their effort, 

nominators’ financial incentives are tied to the future behavior of 

their nominated validators. Both entities need to lock some stake , 

a security deposit in the form of the blockchain’s native token, 

to participate in the process. As long as their selected validators 

act according to the protocol’s rules, both entities are then re- 

warded with newly minted tokens. In contrast, if validators mis- 

behave and are caught by honest members, they and all their 

nominators share the punishment by destroying some or all of 

their stakes. While this mechanism makes choices economically 

meaningful and incentivizes the nominators to find honest valida- 

tors, the decision problem is nevertheless complex. In addition to 

the aforementioned concept of security, nominators are also inter- 

ested in optimizing their staking performance by selecting valida- 

tors who consistently gain higher rewards. Also, many members of 

the blockchain space want to contribute to the network’s decen- 

tralization with their vote by avoiding nominating larger operators 

that already have many validators in the active set. 

We apply our developed DSS to the Polkadot network, which 

satisfies the mechanisms described above and provides a suitable 

testing ground. There, around 40,0 0 0 DMs (nominators) create and 

maintain their preference lists from 1500 validator candidates con- 

taining between one and sixteen trusted alternatives. The complex- 

ity of the problem has already reached a critical level. With the 

number of candidates and nominators expected to grow substan- 

tially in the near future, DSSs are required for a properly function- 

ing network. From the point of view of nominators, selecting val- 

idators is a frequent decision process, as the election outcome is 

computed daily, complex due to the large size of the pool of val- 

idators and the different aspects of validators that shall be consid- 

ered in the selection process, and financially relevant. At present, 

around 500 nomination activities occur every day. Those are cur- 

rently largely unaided, and the nominators select their validators 

from a table in which the rows represent validators and columns 

their salient features, as explained in further detail in Section 2 . 

Given the setting of Polkadot, this manuscript makes three sig- 

nificant contributions to the literature. First, we formalize a mul- 

tiple attribute decision problem designed to support a nominator 

(i.e., the DM) in selecting a small subset of validators (i.e., decision 

alternatives). In particular, we define a family of attributes contain- 

ing the viewpoints relevant to the analysis. They refer to metrics of 

economic security, popularity, degree of independence, and perfor- 

mance. For each attribute, we discuss whether the monotonicity of 

preferences is justified given the problem’s aim. For example, the 

self stake—indicating the amount the validators use to nominate 

themselves—can be interpreted as a gain-type criterion. In turn, it 

is impossible to associate a pre-defined preference direction with 

the cluster size that reflects the number of validators operated by 

the same entity. The considered problem is original in the litera- 

ture at the crossroads of blockchain and Multiple Criteria Decision 

Analysis (MCDA) [16] due to considering an application within a 

specific blockchain protocol. On the contrary, recent studies con- 

cerned problems across protocols. In particular, [13] dealt with se- 

lecting the consensus protocol based on the identified criteria, pri- 

orities, and requirements. In turn, [12] delivered a framework for 

selecting the blockchain platform based on its functionality, adapt- 

ability, and compatibility, given the context of software-producing 

organizations. In addition, both works provided rich overviews of 

similar problems approached by other authors. 

Our second contribution is elaborating a decision support sys- 

tem (DSS) that aids and facilitates the nomination process. By re- 

ducing the cognitive complexity of the problem and offering a 

system that efficiently elicits the preferences, nominators will se- 

lect better-suited and secure validators based on recent data. Ul- 

timately, this increases the entire blockchain’s reliability and se- 

curity. The proposed DSS involves a customized preference learning 

procedure. We make few ex-ante assumptions about the respec- 

tive attributes of a validator because that would induce subjectiv- 

ity, and a biased tool would receive little acceptance from the DMs. 

The choice of the methodological basis underlying the DSS was 

dictated by the need to capture sufficiently complex preferences 

without adding excessive complexity or assumptions to the elici- 

tation process. In particular, we formulated the following require- 

ments [5] . First, when it comes to problem typology, we required 

a complete order of alternatives while considering a flat family 

of criteria and deterministic performances specified per alterna- 

tive. Second, as far as the preference model is concerned, we faced 

quantitative performance scales, admitted full compensation be- 

tween criteria, and demanded that the performances are com- 

pared with respect to the non-graded intensity of preference. At 

the same time, we did not intend to consider pairwise compar- 

ison thresholds, interactions between attributes, or criteria pro- 

files. This led us to an additive value-based model that explains 

each alternative’s position given the contributions derived from 

its performance on the individual attributes [11] . Third, we opted 

for using indirect preference information in the form of pairwise 

comparisons of reference alternatives. This was motivated by (a) a 

broad spectrum of DSS users not trained in using methods that re- 

quire direct specification of model parameters, (b) the experience 

of nominators in making the holistic choices from among hundreds 

of validators, and (c) a low number of attributes making pairwise 

comparisons appropriate and feasible for DMs to answer accu- 

rately. The latter was confirmed in the initial tests. Incorporating 

pairwise comparisons allowed us to decompose the main problem 

into more minor and tractable problems, following a divide-and- 

conquer logic and keeping cognitive effort reasonably low. Finally, 

regarding the exploitation of the preference model, we required a 

univocal recommendation. These conditions led us to preference 

disaggregation methods, particularly the UTA family [35] . However, 

the existing approaches did not satisfy some other requirements, 

calling for further methodological developments and adjustments. 

In particular, the traditional UTA method leaves the selection of 

pairs of alternatives to be compared to the DMs. With hundreds of 

alternatives to choose from in the considered problem, this would 

not be effective. Hence we propose a dedicated active learning 

procedure supporting the nominators. A comprehensive overview 

of procedures for selecting the most appropriate pairwise prefer- 

ence questions in the context of MCDA was presented by Ciomek 

et al. [6] . Our proposal is an inherent part of a stream aiming at 

a fast reduction of uncertainty regarding the parameters of a value 

function. However, the peculiar features of the considered prob- 

lem, related to its great size and frequency, required a dedicated 

solution to speed up the computations. Specifically, we estimate 

the potential information gain offered by each pair of alternatives 

by computing the worst-case similarity between rankings induced 

by value functions compatible with either answer. The questions 

leading to a more significant rank correlation in the sub-spaces 

induced by the possible user’s indications are deemed more in- 

formative for the preference elicitation process. The existing ac- 

tive learning approaches that quantify the information gain based 

on the exact outcomes of robustness analysis (e.g., the necessary 

preference relation or extreme ranks) were excluded due to being 

too demanding given their computational effort. In turn, the ap- 

proaches built on the size of a polyhedron of feasible models or 

quantifying the entropy of possible results proved less favorable in 

the preliminary tests. The latter also confirmed the usefulness of 

accounting for the worst-case scenario when estimating the infor- 

mation. Techniques based on the mean or expected measures in 

view of unknown answers proved less appropriate in reducing the 

uncertainty when dealing with many users, as they all need to be 

guaranteed satisfactory results after a limited number of interac- 

tions. The basic variant of the proposed active learning algorithm 
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is similar to the state-of-the-art methods in using existing alter- 

natives (validators) for the comparisons. However, we also pro- 

pose an original method for constructing fictitious options through 

Bayesian optimization using the Gaussian process. Using fictitious 

alternatives aims to amplify the information gain compared to re- 

stricting the process to existing alternatives. 

Further adaptations coupled with the proposed active learning 

procedures and imposed by the missed features of the existing 

methods are two-fold. On the one hand, some attributes in the 

considered problem were not associated with the pre-defined pref- 

erence directions. Therefore, we had to adjust the proposed pref- 

erence learning to handle potentially non-monotonic attributes. A 

review of existing value-based methods in this stream is provided 

by [21] . We used marginal value functions without imposing con- 

straints on the monotonicity and controlling their shape. This al- 

lowed for their better adjustment to the nominators’ preferences. 

On the other hand, we aimed to map the indirectly elicited prefer- 

ences of nominators to a suitable, well-grounded recommendation. 

This required accounting for the variability of outcomes that can be 

attained given the incompleteness of the supplied pairwise com- 

parisons. Therefore, we proposed to derive a mean model based on 

the representative and sufficiently large sample compatible with 

the nominator’s indirect preferences [22] . In this way, we avoided 

extreme solutions in the feasible polyhedron and negligence of any 

attribute. 

Our third contribution is validating the proposed approach in 

a real-world experiment involving 115 DMs familiar with the un- 

aided nomination process. For this purpose, we tested the two pro- 

posed variants with the manual selection, not supported by any 

algorithmic solution, and a random selection, as control, in which 

the recommended alternatives are not linked to the elicited pair- 

wise comparisons. The methods are assessed in terms of three di- 

mensions: (i) the capacity of the algorithmic procedure to correctly 

capture and represent the preference of nominators, (ii) the pos- 

sible reduction of the cognitive burden, and (iii) the degree of ac- 

ceptance by the nominators. We discuss the advantages of our pro- 

posal from these viewpoints. 

The remainder of the paper is organized as follows. 

Section 2 presents further details on the Polkadot network 

and the considered decision problem. In Section 3 we recall the 

fundamentals of Multi-attribute value theory (MAVT) and prefer- 

ence learning. In Section 4 , we introduce the background theory 

and describe the proposed active preference learning algorithms. 

Section 5 outlines the social experiment, and Section 6 presents 

the results. The last section concludes the paper. 

2. Application background 

In this section, we provide a brief overview of the Polkadot 

decentralized network [3] , where we apply the proposed DSS to 

aid tens of thousands of DMs. Polkadot is a fully sharded, permis- 

sionless blockchain that offers the infrastructure for a network of 

closely-connected blockchains that can communicate in a trustless 

and secure manner. The relay chain at the heart of the network is a 

central blockchain that interconnects all participating blockchains, 

referred to as parachains or shards . 

Sharding is a database architecture design technique that hor- 

izontally partitions the data into various silos. Thereby the data 

can be distributed, and computation can be made on each shard 

separately and in parallel. Consequently, nodes allocated to one 

shard are not required to do computations on data belonging to 

other shards, which frees up valuable resources. This opposes non- 

sharded designs, such as Bitcoin [31] , where all nodes in the net- 

work must process every transaction. As a result, it is possible to 

scale the throughput, reduce the costs per interaction, and enable 

wide adoption. 

This architecture allows for shared security , a mechanism to 

scale security by lifting the need for every parachain to pro- 

vide its own economic security. This crucial feature of Polkadot is 

achieved by sharing validators of the relay chain with all connected 

parachains. Validators are actors who validate and execute the in- 

structions on how to change the database through transactions. 

They run software on their dedicated machines and are responsi- 

ble for securing billions of dollars worth of value. As shareholders 

of the network [32] , they are guardians of a robust and properly 

functioning blockchain. Polkadot operates securely when 2/3 of the 

active validators are honest and adhere to the protocol’s rules [37] , 

a concept called Byzantine Fault Tolerance [33] . This means it is 

fundamental for Polkadot to build and maintain an honest and re- 

liable set of validators, as they secure not only the relay chain, but 

also all value contained in their interconnected shards. 

Polkadot’s permissionless nature allows anyone to participate 

and interact with it and, in particular, to become a validator candi- 

date. This poses risks to the system’s security because anonymous 

actors have substantial financial incentives to exploit the network. 

This fundamental challenge boils down to coordinating mutually 

distrusting entities to make agreed-upon changes to the underly- 

ing distributed ledger that are coherent with the rules. In partic- 

ular, invalid actions such as double-spending or maliciously gener- 

ating new tokens must be prevented. In short, protocols must en- 

sure that all participants are in consensus about the current state 

and proposed changes. To achieve that, PoS systems, such as Polka- 

dot, require their validators to lock up financial resources (in the 

blockchain native token) as a stake and expose those resources to 

the risk of being seized or burned. When other participating val- 

idators detect misconduct, the stakes of the offenders are slashed , 

and they lose (part of) their stake. The degree of the slashing de- 

pends on the offense and often amounts to 100% . Thus, the stak- 

ing system models the economic incentives such that misconduct 

is very costly. 

Because there is no ex-ante concept of a trustworthy validator, 

selecting new validators relies on human intuition about various 

trade-offs concerning quantitative properties, their communication, 

and reputation. To utilize the human capabilities of screening val- 

idators, Polkadot applies the Nominated-Proof-of-Stake (NPoS) pro- 

tocol [4] that refines the election rules of how the active set of 

validators is determined. In particular, NPoS allows candidates to 

compete in the election with their own stake and those of an- 

other set of actors, the nominators . While the validators run the 

protocol’s software on dedicated hardware and thereby add blocks 

to the blockchain, nominators do not need to run any software. 

Their task is to submit unordered preference lists containing a 

(small) subset of validators from the large set of candidates that 

they trust and are willing to support. The protocol’s staking sys- 

tem then uses the combined stake of elected validators and their 

nominators as collateral. The incentive mechanism then rewards 

both parties alike with newly minted tokens (DOT) when things go 

well. When validators are caught offending, however, their stakes 

and the stakes of all their nominators are slashed by the net- 

work. Thereby, nominators have a vested interest in finding and 

selecting validators whom they deem trustworthy and do not ex- 

pect to misbehave. Thus, by making rational and selfish choices, 

nominators contribute to a higher quality validator set on Polka- 

dot and are, thereby, a fundamental part of the system’s secu- 

rity. 

This, however, requires nominators, who are human DMs, to 

process all the available information and accurately derive optimal 

choices based on their preferences. Furthermore, it assumes that 

nominators make an effort to update their selection based on new 

data because candidates frequently change, and a previously opti- 

mal choice might not be optimal anymore. With growing data, this 

mental processing has become a significant challenge. 
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Table 1 

Summary of the main characteristics of the considered attributes. 

j Attribute name Measurement unit Performance range Preference direction 

1 Commissions % [0,10] possibly monotonic with a maximum 

2 Self stake DOTs [1,624586] monotonic increasing 

3 Total stake DOTs [1971785 . 4 , 3430973 . 7] monotonic decreasing 

4 Era points Number [18383 . 33 , 25765 . 71] monotonic increasing 

5 Voters Number { 48 , . . . , 4142 } possibly non-monotonic 

6 Cluster size Number { 1 , . . . , 15 } possibly non-monotonic 

In addition to honest validators, nominators generally try to op- 

timize other metrics when making their selection. For example, 

they often want to increase their staking rewards by selecting val- 

idators that have more consistent performance and thus offer a 

higher expected payout. This is influenced by node operators de- 

ploying their validating software on superior hardware with better 

infrastructure. While this naturally leads to higher costs for valida- 

tors, this leads to dependable block production, which positively 

reflects in more rewards. Incorporating other concerns about the 

degree of independence (i.e., decentralization) and popularity of a 

validator makes this a complex task that is solved differently with 

respect to a nominator’s individual preferences, opinions, and be- 

liefs. 

Each validator has a set of quantifiable metrics that make it 

possible for each nominator to judge the trade-offs mentioned 

above. We chose six attributes that are prominent among nomi- 

nators and hold valuable information. Specifically, we consider the 

following attributes: 

• Commission : Represents a validator’s cut for providing their ser- 

vices. A lower commission, all other performance being equal, 

means more rewards for the nominator. However, monotonic- 

ity is not enforced because many nominators are suspicious of 

validators who offer their services for free (i.e., zero commis- 

sion) or hold fairness concerns and want to split their rewards. 

Therefore, many DMs might prefer a low but non-zero value. 
• Self stake : The amount of DOT the validators use to nominate 

themselves. Those tokens are within the ownership of a valida- 

tor and thereby measure the operator’s economic mass at stake. 

A higher amount, ceteris paribus, means more skin in the game. 

As nominators prefer higher self stake values, we define this at- 

tribute as monotonic increasing. 
• Total stake : The total amount of DOT the validator uses to com- 

pete in the election. To avoid a concentration of power in the 

hands of few validators, the rewards are distributed such that a 

lower total stake means that any nominated DOTs have, ceteris 

paribus, a larger share of the total stake and thereby increase 

the payoff. By doing so, excessively large total stakes are dis- 

couraged. Because nominators prefer smaller total stakes, this 

attribute is monotonic decreasing. 
• Era points : A metric that describes the performance of a valida- 

tor, e.g., how many blocks they produced or other actions that 

are beneficial for the network. The total reward to all validators 

is distributed based on the relative share of the era points gath- 

ered between each election of one validator compared to other 

validators. Therefore, this attribute is monotonic increasing. 1 

• Voters : The number of nominators voting for a validator. This 

indicates the popularity of a validator among other nomina- 

tors. This attribute is non-monotonic because, at lower values, 

the increase in voters signals trust from other nominators. In 

turn, at higher values, it could indicate centralization, a prop- 

erty many nominators actively try to minimize. 

1 As a technical side note: to account for statistical noise introduced through 

some correlated random process, we use the average over a more extended period. 

• Cluster size : The number of (known) validators operated by the 

same entity. A higher number might indicate higher technical 

proficiency but could also point out more centralization and a 

higher risk of being slashed (because a mistake is likely to af- 

fect the whole infrastructure, that is, several validators, which 

is more severely punished by the network). Therefore, nomina- 

tors might find their optimum between the minimum and the 

maximum, and the attribute is defined as non-monotonic. 

The main characteristics of the above attributes are summarized 

in Table 1 . 

These six attributes comply with the requirements discussed 

by Keeney and Gregory [23] as they are unambiguous, direct, op- 

erational, understandable, and comprehensive. Let us note that a 

single dimension of the decision problem in the form of the val- 

idators’ identities (with regard to name, homepage, etc.) is miss- 

ing in the proposed family of attributes. However, a crucial as- 

pect of identity is the number of nodes a validator controls, which 

is represented by the attribute Cluster size . This should mitigate 

the shortcoming of not being able to incorporate identity in the 

decision-making process and make the set of attributes sufficiently 

comprehensive. 

3. Multi-attribute value theory and preference learning 

The problem considered in this paper consists of aiding the 

nominators in Polkadot to rank a set of validators given the multi- 

ple attributes relevant to their assessment. In terms of MCDA, each 

nominator is treated as a DM; validators are interpreted as a non- 

empty finite set of m decision alternatives A = { a 1 , . . . , a m 

} , and 

their characteristics form a set of n attributes (also called criteria) 

G = { g 1 , . . . , g n } . The performance of validator a i ∈ A on attribute g j 
is denoted by g j (a i ) . 

We apply MAVT to rank the validators from the best to the 

worst. It is an axiomatically grounded theory underlying the eval- 

uation of alternatives according to their relevant attributes [24] . Its 

major assumption consists of assigning a marginal value u j (g j (a i )) 

to each performance g j (a i ) , reflecting the quality of alternative 

a i with respect to attribute g j as perceived by the DMs. For the 

sake of simplicity, we assume that marginal value functions u j , 

j = 1 , . . . , n are piecewise linear interpolations of γ j ( γ j ≥ 2 ∀ j) 

characteristic points. That is, each function u j is the linear interpo- 

lation of a set of points with g 1 
j 
< g 2 

j 
< · · · < g 

γ j 

j 
values in abscissa. 

The marginal values u j (g j (a i )) on all attributes g j , j = 1 , . . . , n , 

are aggregated into a comprehensive measure of desirability, called 

a comprehensive value U(a i ) . In particular, under mild conditions, 

that is, preference independence [36] , such aggregation can be per- 

formed using an additive value model: 

U(a i ) = 

n ∑ 

j=1 

u j (g j (a i )) = 

n ∑ 

j=1 

u j (a i ) . 

It represents the preference such that: 

U(a i ) ≥ U(a k ) ⇔ a i � a k ∀ a i , a k ∈ A 
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where a i � a k means that a i is at least as good or weakly preferred 

to a k . Hence a value function U can be used to order the alter- 

natives from the best to the worst. We will denote a ranking in- 

duced by function U on the set of alternatives A by R U (A ) . It points 

out a subset of r most preferred options corresponding to the r

top-ranked alternatives in R U (A ) . The rank attained by alternative 

a i ∈ A will be denoted by R U (a i , A ) . 

As discussed by Dias et al. [9] , various analytic methods exist to 

elicit marginal value functions. However, in some cases, the direct 

elicitation of parameters related to the functions’ shapes and their 

maximal shares in the comprehensive value may be excessively 

lengthy and cognitively demanding. Then, it is more sensible to 

ask the DMs for holistic preferences on a reference set of alterna- 

tives. Under such a scenario, the method infers u j , j = 1 , . . . , n , that 

are compatible with the provided judgments. This process is called 

preference learning [15] or preference disaggregation [18] . In MCDA, 

it has been first implemented in the UTA method [17,22] , finding 

use in such various fields as e-governance [34] , pharmacy [29] , or 

marketing [27] . 

According to this approach, the DMs express their preferences 

on pairs of alternatives (real or fictitious). We assume that only 

preference statements in the form a i � a k can be provided. We de- 

note by S the set of pairs satisfying this strict preference relation, 

that is, if we consider A to be the set of real or fictitious alterna- 

tives, then: 

S = { (a i , a k ) ∈ A × A | a i � a k } . 
The set of value functions compatible with the preferences col- 

lected in set S is called U(S) . The following three types of con- 

straints define it. First, all functions in U(S) need to reproduce the 

desired relations between reference alternatives: 

U(a i ) > U(a k ) , ∀ (a i , a k ) ∈ S. 

Second, for each attribute, we account for constraints related 

to the desired shapes of marginal value functions as implied by 

the respective preference directions. In particular, for a gain-type 

criterion, a monotonic non-decreasing function is expected by de- 

manding 0 = u j (g 1 
j 
) ≤ · · · ≤ u j (g 

γ j 

j 
) . Similarly, the monotonic non- 

increasing value function is modeled for a cost-type criterion, i.e., 

u j (g 1 
j 
) ≥ · · · ≥ u j (g 

γ j 

j 
) = 0 . In turn, we do not impose monotonic- 

ity constraints if attributes cannot be associated with a pre-defined 

preference direction. 

Third, comprehensive values for all alternatives a i ∈ A are con- 

strained to the interval [0 , 1] , i.e., 0 ≤ U(a i ) ≤ 1 . After sampling 

from the polyhedron of compatible functions, to increase the in- 

terpretability of results, we ensure that for each function, the anti- 

ideal (ideal) alternative receives a comprehensive value of zero 

(one). For this purpose, for each marginal function associated with 

a possibly non-monotonic attribute, we subtract the minimal ob- 

served value for any performance. This way, the worst performance 

on each criterion is assigned a value of zero. Then, we scale all 

marginal functions by dividing them by the sum of the maximal 

observed marginal values for all attributes. This ensures that the 

values associated with the best performances sum up to one. These 

operations do not influence the ranking of alternatives. 

When using preference information in the form of holistic judg- 

ments, typically, U(S) is composed of infinitely many compatible 

value functions. The more preference judgments are provided, the 

smaller the set of compatible value functions; that is, 

S ⊆ S ′ �⇒ U(S ′ ) ⊆ U(S) . 

Even if all functions in U(S) reproduce the provided pairwise com- 

parisons, the rankings implied by these functions may differ. To de- 

liver an unambiguous order of alternatives, it is possible to elicit a 

sufficiently informative set of holistic judgments. However, if the 

numbers of alternatives and attributes are high, the number of 

such statements is prohibitively large. Then, it is more reasonable 

to select a single representative value function. In this paper, we 

follow the approach proposed by Kadzi ́nski et al. [20] by sampling 

a sufficiently large subset of compatible value functions from U(S) 

and averaging them to find a central model in the feasible space. 

4. Active preference learning for ranking a set of validators 

Finding a sufficiently small and informative set of compatible 

value functions U is crucial. At the same time, the cognitive effort 

of the DMs should be reduced by limiting the number of questions 

they are expected to answer. In the traditional preference disag- 

gregation methods [17,18,30] , the DMs need to select the pairs for 

comparison on their own or set S is considered given. More re- 

cent contributions focus on the optimal selection of the elements 

of S. The general idea consists of asking the pairwise elicitation 

questions that are the most informative given the type of expected 

recommendation [6] . 

Following [6] , we consider the process of acquiring a DM’s pref- 

erences as an iterative question-answer procedure. In each step, 

(i) a question maximizing the information gain is generated by 

heuristic active learning approach H, (ii) the DM is asked to answer 

this question by performing a pairwise comparison between two 

alternatives, and (iii) the preference is added to set S. The choice 

of each question depends on previous answers, and the set of all 

possible sequences of questions forms a binary tree whose depth 

depends on the number of questions to be asked. 

4.1. Active preference learning with comparisons of real alternatives 

Let us first focus on the algorithms considering real alterna- 

tives corresponding to validators in set A . When it comes to the 

set of candidate questions Q ( U(S) ) at each stage of interaction, 

we consider only pairs { a i , a k } leading to non-empty sets of com- 

patible value functions irrespective of the provided answer, that 

is, U(S ∪ (a i , a k )) � = ∅ and U(S ∪ (a k , a i )) � = ∅ . Such pairs cannot be 

compared in the same way by all functions in U(S) . 

The crucial part of the question selection strategy regards the 

principles according to which the information gain for each can- 

didate pair is estimated. We follow the general scheme proposed 

by Ciomek et al. [6] and quantify the uncertainty in the set of value 

functions compatible with the DM’s answer by referring to the 

variability of rankings induced by these functions. For this purpose, 

we compare the rankings R U ′ and R U ′′ induced by value functions 

U 

′ and U 

′′ using the Spearman rank correlation coefficient [25] : 

ρ( R U ′ , R U ′′ , A ) = 1 − 6 · ∑ 

a i ∈ A [ R U ′ (a i , A ) − R U ′′ (a i , A )] 2 

m (m 

2 − 1) 
. 

Intuitively, ρ( R U ′ , R U ′′ , A ) is high, that is, close to 1, when the dif- 

ferences between ranks of alternatives are small or non-existing. 

In turn, the coefficient is low, that is, close to −1 , when the ranks 

attained by all alternatives in R U ′ and R U ′′ differ greatly. Such com- 

parison is performed for all pairs of rankings induced by the com- 

patible value functions, and the minimum value is adopted as the 

measure of uncertainty related to the recommended ranking: 

f ρ ( U(S) ) = min 

U ′ ,U ′′ ∈U(S) 
ρ(R U ′ , R U ′′ , A ) . 

In practice, because U(S) contains infinitely many compatible value 

functions, the computations consider M = 10 0 0 uniformly dis- 

tributed functions U ∈ U(S) sampled with the hit-and-run algo- 

rithm [40] . If f ρ ( U(S) ) equals one, all functions impose the same 

ranking on the set of alternatives A . 

The measure assessing the quality of each candidate question 

needs to aggregate the information gain given the two possible 

answers. Preliminary results lead us to consider a pessimistic ap- 

proach in which the score of question { a i , a k } ∈ Q is represented 
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Fig. 1. A snapshot of the next question selection procedure: At a given step of the 

questioning process, a sample of possible pairs (here, for illustrative purposes, only 

two: { a 1 , a 2 } and { a 3 , a 4 } ) is considered for the next question. The spaces of com- 

patible value functions derived from the potential questions, split with respect to 

both their respective answers, are probed, and a sufficiently large set of compat- 

ible rankings is sampled from each (in this figure, the variability of rankings in 

set U(S) is assumed to be related to the “size” of U(S) ). Then the selected ques- 

tion will be the one that maximizes the information gain for the answer associated 

with the least gain. In this highly simplified case, { a 1 , a 2 } is representative of the 

selected question, as in the worst case marked with min, the ambiguity of U(S) is 

the smallest. 

by the worst case similarity between rankings compatible with any 

answer. The question for which such similarity is the highest is se- 

lected; that is, 

H ( U(S) , A ) = arg max { a i ,a k } ∈ Q ( U(S) ) f ρ ( a i , a k , U(S) ) 

= arg max { a i ,a k } ∈ Q ( U(S) ) min { f ρ (U(S ∪ (a i , a k )) , 

f ρ (U(S ∪ (a k , a i ))) } . 
Figure 1 sketches a simplified case of the next question selection 

procedure. 

4.2. Active preference learning with comparisons of fictitious 

alternatives 

Due to the availability of a finite number of real alternatives, 

it may be hard to find a question that would offer satisfactorily 

high information gain. For this reason, one can resort to fictitious 

alternatives, as sometimes advocated in the literature [41] . Then, 

the problem of finding the next best question becomes continu- 

ous. Similarly to H ( U(S) , A ) , the goal is to find a pair of fictitious 

alternatives (a i , a k ) maximizing the worst-case similarity between 

rankings compatible with either answer. 

We optimize f ρ ( a i , a k , U(S) ) by modifying 2 n performances cor- 

responding to performances of a i and a k on g j , j = 1 , . . . , n . Let us 

denote the variables corresponding to these performances by X = 

[ x 1 , x 2 , . . . , x 2 n ] . To estimate their values, we apply the Bayesian op- 

timization using Gaussian processes [14] . This technique is suitable 

for optimizing a black box function with evaluation taking a long 

time. It is based on multiple iterations of function estimation and 

evaluation at selected points (see Algorithm 1 ). In the first stage, 

the estimation is inaccurate due to a lack of data. Hence the value 

of function f ρ is computed for e 0 random points. In the second 

stage, estimation based on all previous evaluations is used for se- 

lecting the next evaluation point. The estimation model provides 

the expected value μ(X ) and standard deviation σ (X ) of f ρ at any 

Algorithm 1 Basic pseudo-code for Bayesian optimization of func- 

tion f ρ . 

Input: 

function to be optimized f ρ
number of initial evaluations e 0 
number of evaluations E 

acquisition function a 

1: i ← 0 

2: y best = −∞ 

3: while i < e 0 do 

4: X i ← random 

5: y i = f ρ (X i ) 

6: if y i > y best then 

7: y best ← y i 

8: X best ← X i 

9: end if 

10: i ← i + 1 

11: end while 

12: while i < E do 

13: Update estimation of f ρ using all i points. Estimation can be 

used to obtain the expected value μ and standard deviation σ
of any f ρ (X ) . 

14: X i ← arg min X a (μ(X ) , σ (X ) , y best ) 

15: y i = f ρ (X i ) 

16: if y i > y best then 

17: y best ← y i 

18: X best ← X i 

19: end if 

20: i ← i + 1 

21: end while 

22: Return (y best , X best ) 

point X . Based on these values, acquisition function a , called the 

upper confidence bound, is used to determine the next point. In 

this approach, X maximizing μ(X ) + βσ (X ) is selected. This pro- 

cess is repeated over E iterations. Finally, the vector of variables 

corresponding to the performances of two fictitious alternatives 

leading to the greatest value of function f ρ is returned as the al- 

gorithm’s output. We remark that all the fictitious alternatives are 

reasonable and were perceived by participants as feasible. They 

were generated within the space induced by the minimum and 

maximum values of each attribute. 

4.3. An example illustrating the interaction with the nominator 

In this section, we illustrate the use of the proposed active 

learning algorithm and report the interaction results with an arbi- 

trarily selected real-world nominator. The problem involves 85 val- 

idators to be ordered from the best to the worst. The performance 

for a subset of ten validators on the six attributes is provided in 

Table 2 . 

We employed a variant of the algorithm that generates ques- 

tions involving fictitious alternatives. Table 3 shows how the pro- 

cess was carried out by indicating six questions (each composed 

of a pair of alternatives), the justification for selecting the specific 

pairs (i.e., their scores indicating the worst-case similarity between 

rankings compatible with each answer), and the nominator’s re- 

sponse corresponding to the first alternative in each pair. 

Alternatives a ∗
1 

and a ∗
2 

considered in the first question differ 

only in commission, total stake, and cluster size. The selection of a ∗1 
over a ∗

2 
is motivated by its lower commission that outweighs the 

higher total stake and cluster size. The value of measure f ρ leading 

to the question selection equals min {−0 . 14 , −0 . 26 } = −0 . 26 , and 

indication of a ∗
1 

as a preferred alternative leads to a subset of com- 
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Table 2 

Performances, marginal and comprehensive values of the top- and bottom-ranked validators considered in the illustrative example 

(the marginal values are provided in round brackets). 

Commission Self Stake Total Stake Era Points Cluster Size Voters Rank U

1.0 (0.180) 500.0 (0.070) 2182629.7 (0.072) 21047.45 (0.030) 6 (0.153) 4142 (0.184) 1 0.689 

1.0 (0.180) 624586.0 (0.263) 2182629.8 (0.072) 21241.96 (0.031) 1 (0.055) 2330 (0.018) 2 0.619 

0.0 (0.222) 3.0 (0.002) 2182549.5 (0.072) 25765.71 (0.067) 9 (0.167) 240 (0.025) 3 0.554 

0.5 (0.186) 11039.0 (0.125) 2182623.3 (0.072) 24398.82 (0.056) 12 (0.111) 1284 (0.003) 4 0.553 

1.0 (0.180) 500.0 (0.070) 2182629.8 (0.072) 22674.90 (0.042) 6 (0.153) 2262 (0.017) 5 0.533 

0.0 (0.222) 3.0 (0.002) 2182645.6 (0.072) 22690.59 (0.042) 9 (0.167) 2113 (0.014) 6 0.518 

1.0 (0.180) 500.0 (0.070) 2182627.9 (0.072) 21799.22 (0.035) 6 (0.153) 1728 (0.006) 7 0.516 

... 

10.0 (0.0) 1.0 (0.000) 2182605.9 (0.072) 21325.88 (0.032) 1 (0.055) 80 (0.028) 295 0.187 

10.0 (0.0) 1.0 (0.000) 2182670.4 (0.072) 22048.44 (0.037) 1 (0.055) 333 (0.023) 296 0.187 

10.0 (0.0) 1.0 (0.000) 2182606.4 (0.072) 21241.96 (0.031) 1 (0.055) 534 (0.019) 297 0.177 

Table 3 

Questions involving fictitious alternatives asked of the nominator in the illustrative example. Marginal and comprehensive values were assigned 

to the compared alternatives by the selected representative value function (the marginal values are provided in the round brackets). 

Q. Alt. f ρ Commiss. Self Stake Total Stake Era Points Clust. Size Voters U

1 a ∗1 -0.14 0.0 (0.222) 624586.0 (0.263) 3430973.8 (0.000) 18,383 (0.000) 15 (0.000) 4142 (0.184) 0.669 

a ∗2 -0.26 10.0 (0.000) 624586.0 (0.263) 1971785.4 (0.092) 18,383 (0.000) 1 (0.055) 4142 (0.184) 0.594 

2 a ∗3 -0.04 7.4 (0.095) 430345.7 (0.219) 3380420.5 (0.002) 23,413 (0.047) 6 (0.153) 4092 (0.178) 0.696 

a ∗4 0.06 4.6 (0.139) 261829.4 (0.181) 3430973.8 (0.000) 23,693 (0.050) 11 (0.148) 3816 (0.146) 0.665 

3 a ∗5 0.11 7.7 (0.084) 412866.9 (0.215) 3255236.4 (0.008) 20,190 (0.021) 2 (0.076) 68 (0.029) 0.433 

a ∗6 0.18 9.1 (0.032) 280371.1 (0.186) 1997078.0 (0.090) 18,383 (0.000) 15 (0.000) 3244 (0.080) 0.387 

4 a ∗7 0.28 6.8 (0.117) 23657.7 (0.128) 2047989.5 (0.085) 18,648 (0.003) 11 (0.148) 2336 (0.018) 0.499 

a ∗8 0.15 7.4 (0.097) 350714.4 (0.201) 3052037.2 (0.018) 24,576 (0.057) 2 (0.076) 2076 (0.013) 0.461 

5 a ∗9 0.50 9.6 (0.016) 614132.0 (0.260) 3051378.2 (0.018) 21,305 (0.032) 9 (0.167) 3244 (0.080) 0.572 

a ∗10 0.37 5.9 (0.128) 624586.0 (0.263) 2373425.2 (0.054) 23,548 (0.048) 15 (0.000) 1433 (0.000) 0.494 

6 a ∗11 0.68 5.1 (0.135) 597929.4 (0.257) 3430973.7 (0.000) 18,535 (0.002) 10 (0.171) 4142 (0.184) 0.749 

a ∗12 0.59 0.0 (0.222) 248409.8 (0.178) 2401013.3 (0.052) 25,765 (0.067) 6 (0.153) 68 (0.029) 0.701 

patible value functions that offer slightly more-similar rankings. In 

the second iteration, the performances of compared alternatives a ∗
3 

and a ∗4 differ substantially. Indication of the former as more pre- 

ferred is motivated by its higher self stake and the number of vot- 

ers, even if its commission is slightly worse. In turn, the selection 

of a ∗5 over a ∗6 in the third iteration is justified mainly by its lower 

commission and cluster size and higher self stake even if the total 

stake associated with a ∗
5 

is much higher. The interaction with the 

nominator continues over six iterations, exhibiting various trade- 

offs between the considered attributes. With each following ques- 

tion, the similarity between rankings induced by the compatible 

value functions becomes greater. Specifically, the values of measure 

f ρ increase from −0 . 26 through −0 . 04 , 0.11, 0.15, and 0.37 to 0.59. 

Once the final answer is provided, the minimal Spearman rank cor- 

relation between feasible rankings equals 0.68, confirming the high 

agreement. 

When the set of compatible value functions is significantly re- 

duced, we choose a single representative model to deliver a univo- 

cal ranking. This is attained by averaging a large sample of feasi- 

ble functions. The obtained marginal value functions are presented 

in Fig. 2 . As confirmed by Table 3 , this function reproduces the 

six pairwise comparisons. For example, a ∗1 is preferred to a ∗2 be- 

cause U(a ∗
1 
) = 0 . 669 > U(a ∗

2 
) = 0 . 594 . Also, the marginal functions 

respect the pre-defined model assumptions. For example, the func- 

tion for era points is increasing, whereas the one for the total stake 

is decreasing. The marginal functions for the monotonic attributes 

exhibit various shapes. In particular, the function for self stake is 

convex, whereas the function for era points is concave. Neverthe- 

less, the deviations from neutrality represented by a linear function 

are not substantial. For the potentially non-monotonic attributes, 

the model confirms a high appreciation of zero commission, the 

∧ -shape for cluster size with the maximum just above 10, and the 

∨ -shape for the number of voters with the minimum around 1400. 

The greatest share in the comprehensive value is associated with 

self stake (0.263) and commission (0.222). Hence, these attributes 

Fig. 2. Marginal value functions selected in the illustrative example. 

can be deemed as most important for the nominator. In contrast, 

the least impact on the overall assessment of validators is related 

to total stake and era points. 

Ultimately the selected model can be used to order all alter- 

natives. In fact, the alternatives reported in Table 2 correspond 

to the top seven and bottom three options. Analyzing their per- 

formance in the context of the obtained value function justifies 

the constructed ranking. The most preferred validators derive their 

strengths mainly from low commissions, relatively high self stakes, 

and intermediate cluster sizes. In contrast, the worst validators are 

characterized by very high commissions, low self stakes, cluster 

sizes, and numbers of voters. Interestingly, the total stakes do not 

differentiate the validators ranked at the two extremes. 

5. Methodology and social experiment 

We conducted a social experiment with community members 

from the Polkadot ecosystem to validate the algorithm’s effective- 

ness in the application-specific context. These members are famil- 
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Fig. 3. The flow of the experiment: p is the number of participants in each part. 

All nominator participants first completed the manual selection process. Afterward, 

they were randomly assigned to one of the three treatments fictitious, real, or con- 

trol). Finally, all participants made their final selection and completed a question- 

naire. 

iar with the validator selection process, where the predominant 

method is to select validators manually from an extensive list of al- 

ternatives with some limited decision aids like filters and column 

ordering. In this experiment, we tested two algorithm variations, 

fictitious and real, alongside a control group. Those different condi- 

tions, called treatments , allow us to analyze the performance of our 

algorithm under real-life conditions with the ability to make causal 

inferences on the difference between the two versions and com- 

pare them to the manual selection process and the control group. 

Additionally, our findings have high external validity, because they 

are generated by DMs familiar with the real-world problem. 

In treatment fictitious , the algorithm constructs pairwise com- 

parisons of validator alternatives that are not part of the underly- 

ing data set. In real , the algorithm was restricted to present alter- 

natives in the data set and thereby are real validators on the net- 

work. In control , we provided random recommendations not based 

on our proposed DSS solution. The experiment was conducted on- 

line between 12 April 2022 and 29 April 2022 with 115 unique 

participants. It was designed to gather quantitative and qualitative 

measures to test three key dimensions of our decision aid. First, we 

tested how well our DSS captures the nominator’s preferences. Sec- 

ond, we collected data to approximate the cognitive effort required 

in each decision step. Third, we elicited the nominator’s acceptance 

of our DSS. Figure 3 illustrates the flow of the experiment. For later 

reference, the main points for DMs are labeled stages. 

To analyze whether the algorithm benefits the DMs compared 

to the unaided process, we asked the DMs to manually select seven 

validators from the complete list of all validators at the beginning 

of the experiment. In the second step, all participants were ex- 

posed to the respective algorithm of their treatment and received a 

recommendation about another seven validators. In the third step, 

we combined the list of manually selected validators with those of 

the recommendation, and we asked the DMs to make a final se- 

lection of seven alternatives. Each participant only partook in one 

treatment and was unaware of the other conditions. This setup 

allows us to compare the individual recommendations with their 

baseline choices and infer the algorithm’s quality, as well as com- 

pare the different variations of algorithms with each other. The 

data set with the list of validators and their attributes was ob- 

tained from the blockchain around the time the experiment was 

conducted. The data were held constant across the experiment for 

all participants, which means we could pre-compute the interac- 

tion tree for all users. 

Stage 1: Manual selection 

In the first stage of the experiment, participants were asked to 

manually select validators from a list of 297 validators, each with 

six attributes as described in Table 1 . The manual selection was de- 

signed to mimic the selection process that nominators are accus- 

tomed to. In addition to familiar features of the interface, we of- 

fered the possibility to order by attributes. In this stage, we asked 

users to take their time to select their seven most-preferred valida- 

tors. We ensured that they knew that we were interested in their 

personal preferences and that there were no right or wrong deci- 

sions. In this stage, we obtain a baseline of each subject’s prefer- 

ences to later compare with the recommendation of our algorithm 

and create quantitative metrics about the efficacy of the preference 

elicitation. 

Stage 2a: Active learning process and recommendation 

In the second stage of the experiment, we employed our algo- 

rithm to generate a recommendation using the preference learn- 

ing technique presented in Section 4 . Simulations before the ex- 

periment concluded that asking for six pairwise comparisons gives 

reasonable accuracy while minimizing the time users must spend 

in the process. Here, we run the two different variations of our al- 

gorithm, one that was restricted to constructing the pairwise com- 

parisons from real alternatives (see Section 4.1 ) and the other that 

created fictitious alternatives (see Section 4.2 ) to optimize the in- 

formation gain. After participants finished all pairwise comparisons 

and thus reached the end node of the binary tree, they were pre- 

sented with the respective set of the most preferred validators. 

Then, we asked participants to mindfully examine the recommen- 

dations. 

Stage 2b: Control group 

In the control group, we created a recommendation by ran- 

domly sampling seven real validators from the underlying data set. 

The goal of the control group is to account for behavioral effects 

that might confound the results when subjects assess the quality of 

our algorithm. One prominent factor in behavioral research is the 

experimenter demand effect that describes a change of behavior of 

humans based on their subjective perception of appropriate behav- 

ior in that situation (see, for example, [43] ). In our case, we asked 

participants to rate a novel algorithm we developed to deliver a 

recommendation. Although we applied objective language in all in- 

structions, subjects might have inferred that we created the algo- 

rithm with the prospect of improving the selection process. There- 

fore, participants might feel obligated to act benevolently toward 

the algorithm recommendations. By adding the control treatment 

that provides a recommendation independent of the DM’s prefer- 

ences, we can both infer the relative quality of our DSS as well as 

obtain insights into whether our participants would express dis- 

taste for any of our approaches. 

Stage 3: Final selection 

The final stage of the decision-making process for participants 

was to present them with a randomized list of the combined al- 

ternatives from their manual selection (stage 1) and the algorithm 

recommendation (stage 2). We indicated the origin of each alter- 

native. If an alternative was chosen both by the participant and 

the algorithm, we indicated this. Users were asked to select their 

seven most preferred alternatives with whom they wanted to stake 

their participation reward. This ensured that their choices were 

economically meaningful. More information on this is provided in 

Section 5.1 . This step allows us to elicit how nominators evaluate 

their selection compared with the recommendation. 

Questionnaire 

After the final selection of validators, we concluded the exper- 

iment by gathering additional information from participants. We 
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used Likert scales, simple yes/no questions, and open-ended ques- 

tions where participants could give detailed comments. This com- 

plements our analysis of quantitative data gathered from the sub- 

jects and contributes to a more robust evaluation of the three di- 

mensions of our analysis. 

5.1. Recruitment and participation compensation 

The experiment was announced through social media in the 

Polkadot ecosystem and was targeted toward experienced nomina- 

tors. This ensures that they understand the selection problem and 

are familiar with the presented attributes. To prevent users from 

signing up multiple times, we took a snapshot of the member list 

of the key social media channel before announcing the experiment. 

Only those users who were part of the channel at the time of 

the snapshot were allowed to participate in the experiment. Addi- 

tionally, we did not emphasize the financial rewards that could be 

earned by participating. Examining the data confirms that we suc- 

cessfully avoided this issue, that our observations are from unique 

DMs, and we could prevent this common issue of online exper- 

iments. We collected sign-ups for around a week before sending 

out the first wave of invitations to estimate the size of the accessi- 

ble subject pool. Given the initial traction, we expected to achieve 

120 sign-ups within a reasonable time. We allocated around 20% 

to the control group and 40% to each algorithm. Allocation to the 

treatments was random under the previously mentioned targeted 

ratio. All participants were asked not to share any details with oth- 

ers or discuss the study on social media channels. This ensures that 

new sign-ups would be unbiased and that later observations re- 

main comparable to earlier ones. We recruited n = 115 participants 

who were split into n control = 20 , n f ict it ious = 48 , and n real = 47 . 

It is crucial to compensate subjects for their participation and 

make their choices incentive compatible. This means that their fi- 

nal payoff must, at least partly, be driven by their choices. General 

compensation for participation was achieved by promising a base 

fee of 2 DOT (at the time around $36) for around 25 min of work. 

This is an above-average hourly rate and ensures that participants 

are sufficiently motivated. Furthermore, we withheld their base fee 

for around 38 days and simulated staking rewards with their fi- 

nal selection of validators. That means they would be exposed to 

the consequences, both positive and negative, of their selected val- 

idators from stage 3 and thereby motivate them to optimize their 

selection based on their preferences. 

6. Results 

This section summarizes the effectiveness of the proposed al- 

gorithms based on the experimental results. We consider the fol- 

lowing three viewpoints: (i) the degree to which the recommenda- 

tions of the algorithms fit with the nominators’ manual choices, (ii) 

the comparative performance in terms of time and cognitive effort, 

and (iii) the willingness of the nominators to accept the results 

and use the algorithm in the future. We statistically compared the 

performance differences between various treatments. The reported 

p-values of continuous metrics are computed using a t -test, while 

ordinal data are tested using a two-sided Mann–Whitney U test. In 

addition, we discuss the staking reward for different treatments. 

Finally, we present the most frequent interaction patterns when 

considering the preferences of nominators using the proposed ac- 

tive preference learning methods. 

6.1. Effectiveness of preference elicitation 

The fit of the algorithm with the real preferences of nominators 

was studied both quantitatively and qualitatively. Table 4 summa- 

rizes the relevant metrics per treatment. 

Table 4 

Key metrics to assess how well the algorithm elicits 

the preferences of the nominators (standard deviations in 

parenthesis). 

Overlap Recommended 

Control 0.30 (0.47) 1.45 (1.76) 

Treatment: Real 2.68 (1.60) 4.77 (1.15) 

Treatment: Fictitious 1.77 (1.48) 4.50 (1.50) 

A strong indication of efficient preference elicitation is when 

the algorithm recommends a validator who was previously se- 

lected in the manual step. The variable Overlap , as indicated in 

Table 4 , states this metric separated by treatment. This value nat- 

urally goes from 0 to 7. For example, in A real , the algorithm recom- 

mended, on average, 2.68 alternatives already present in the nom- 

inator’s manual selection. This number, given 297 alternatives, is 

quite encouraging. Naturally, there was little overlap in A control , as 

validators were selected randomly. We can also observe that the 

recommendation from A f ict it ious was inferior to those of A real , and 

the difference is statistically significant ( p < 0 . 01 ). 

The second metric, Recommended , measures how many alter- 

natives were taken from the algorithm recommendation in stage 

3, the final selection of a nominator. We can see that both algo- 

rithms outperformed the control ( p < 0 . 001 ). Additionally, testing 

against a 50:50 allocation (i.e., a value of 7 / 2 = 3 . 5 ), nominators 

chose more than half the validators from the recommendations in 

both algorithms ( p < 0 . 001 ) and many fewer from the control al- 

gorithm ( p < 0 . 001 ). 

In the questionnaire, at the end of the experiment, we showed 

participants the seven recommended validators in a table and 

asked how well they felt their preferences were represented. Re- 

sults are presented in Fig. 4 . While there was no significant differ- 

ence between the perceived quality of both algorithms, both scored 

significantly higher in the quality rating than the control group 

(both p < 0 . 001 ). The presented metrics consistently indicate that 

our DSS, in both variations, efficiently elicits the preferences of the 

DMs. 

6.2. Assessment of cognitive effort 

We used one qualitative and one quantitative metric to approx- 

imate the cognitive effort of using the algorithm. Fig. 5 presents 

the seconds (on a log-scale) required to complete stage 1 (manual 

selection) compared to the two variants of pairwise comparisons 

in stage 2. The time required to solve the manual selection task 

in stage 1 (404 s on average) is a multitude higher than the time 

required to complete the pairwise comparisons (120 s in Real and 

133 s in Fictitious ; both differences are statistically significant at 

p < 0 . 001 ). 

Notably, we asked nominators to select seven validators. Under 

field conditions, nominators want to fill all sixteen available slots 

of their preference list, making the required time to do it manually 

even longer. Crucially, the time required for pairwise comparisons 

for the algorithm depends on the number of questions, not the 

number of selected validators. Hence, in most real-world scenarios, 

this completion time difference between the manual and algorith- 

mic selection processes will grow even larger. There is no statisti- 

cally significant difference between the time required to solve the 

pairwise comparison between the algorithms ( p = 0 . 57 ). 

To complement the quantitative approximations of cognitive ef- 

fort, we explicitly asked participants how difficult they perceived 

the tasks of manual selection and comparing the pairwise compar- 

isons. Pooling the difficulty assessment (see Fig. 6 ) of participants 

in both algorithms, we can confirm that they assess the process 

to be easier than the manual selection ( p < 0 . 001 ). Notably, the 
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Fig. 4. Answers to the question: “How well does the recommendation suit your preferences?”. 

Fig. 5. The time required to complete stage 1 for all participants (“Manual”) com- 

pared with the time required in stage 2 for the two variations of the algorithm. 

Values on a logarithmic scale. 

pairwise choices in Real were perceived as easier than those in 

F ict it ious ( p < 0 . 01 ). We can then conclude that the algorithm is 

less cognitively demanding in terms of the time required and per- 

ceived difficulty. 

When it comes to the two variants using real and fictitious 

alternatives, there is a trade-off between cognitive effort and ef- 

fectiveness. Specifically, although the questions involving fictitious 

alternatives are more cognitively demanding (see Fig. 6 ), they 

are also more effective. Remember that we considered the worst 

Spearman correlation with respect to the pairs of rankings com- 

patible with U(S) as a proxy measure of its intrinsic uncertainty. 

Figure 7 shows the average improvement of this indicator with re- 

spect to the number of questions asked for the two proposed vari- 

ants of the questioning strategy. 

The Spearman coefficients are increasing for both real and fic- 

titious alternatives. This confirms that when more questions are 

asked, the set U(S) becomes less ambiguous. However, after the 

third question, fictitious alternatives become more valuable as they 

offer significantly more precise questions. The fact that the strat- 

egy with fictitious alternatives initially performs worse may not 

be representative because, in the absence of any information, the 

space of possible questions is relatively large, and most questions 

are of poor quality. This makes it hard for an optimization algo- 

rithm to find a reasonable question within a limited number of 

evaluations. In turn, solutions made from real alternatives, despite 

not being optimal, still have better quality than most possible so- 

lutions. 

6.3. Acceptance of the algorithm 

The literature suggests that many human DMs are reluctant to 

take advice from algorithms, a bias called algorithm aversion , de- 

spite the clear benefits of such advice [28] . Therefore, it is impor- 

tant to evaluate the acceptance of the DSS. While the participants’ 

responses to how well the algorithm covers their preferences, as 

presented in Fig. 4 , provide evidence that DMs are satisfied with 

the DSS, we explicitly asked participants which method they would 

prefer. The results are presented in Fig. 8 . 

The data illustrate a broad acceptance of the algorithm as a DSS. 

The results also show that DMs still value manual selection, which 

is a crucial part of the process because the algorithm lacks cer- 

tain important aspects of the selection process, namely the rep- 

utation and identity of individual operators. We analyzed written 

responses indicating why they gave the respective answers. While 

comments were diverse, the most common pattern seemed not to 

consider the algorithm as opposed to manual selection. In fact, 

many participants saw the algorithm as an aid to the selection 

process, which could easily co-exist with (and boost) the manual 

selection. In this sense, the algorithm achieves what it was envi- 

sioned for, as a learning tool for the least expert nominators. 

6.4. Staking performance 

Table 5 shows the estimated staking rewards (in one-hundredth 

of a DOT, or cDOT) that the seven validators relevant at each step 

would generate on 2 DOTs, based on their attributes during the re- 

maining staking period (38 days). The data was updated daily. The 

average reward from the manual selection was 2.70 cDOT across 
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Fig. 6. Answers to the question: “How would you rate the effort it took for [manually selecting validators / the pairwise comparisons]?”. 

Fig. 7. The average values of the worst Spearman correlation coefficients over the 

six interaction stages given the treatments involving real and fictitious alternatives 

(the value f ρ represents the lowest detected Spearman correlation index calculated 

on 10 0 0 randomly sampled value functions in U(S) ). 

Table 5 

Average estimated staking rewards (in cDOT) at the end of the staking 

period of the experiment averaged over the seven validators relevant at 

each step. 

Manual Selection Recommendation Final Selection 

Control 3.00 0.25 2.72 

Real 2.69 3.07 2.80 

Fictitious 2.58 3.12 3.01 

all treatments. The algorithmic selection proved more profitable by 

0.37 and 0.42 cDOT in the case of strategies incorporating real and 

fictitious alternatives ( p < 0 . 001 ), respectively. The results of the 

final selection, where nominators chose among the validators de- 

rived from the manual screening and the DSS, were slightly better 

than those of the manual-only selection but slightly worse than 

those obtained with only the algorithms. The worst outcomes (0.25 

cDOT) were obtained for the control group that was provided with 

random recommendations. 

6.5. Preference of nominators 

The question-answer interaction tree for either real or ficti- 

tious treatment comprises 64 ( 2 6 ) paths. An inspection of the an- 

swers provided by the nominators reveals that these paths were 

not chosen equally. Figures 9 and 10 reveal the paths supported 

by at least five nominators in the fictitious and real treatment, 

respectively. The validators involved in the pairwise comparisons 

depicted in these trees are represented as performance vectors 

[ g 1 (a i ) , g 2 (a i ) , . . . , g 6 (a i )] . The similarity of preferences for signif- 

icant shares of nominators participating in the experiment can 

hardly be explained by randomness. For example, in the root of the 

tree for the fictitious treatment, 29 out of 48 nominators preferred 

an alternative with a lower total stake, a smaller cluster size, and 

a higher commission (see Fig. 9 ). However, the answer provided 

by the majority of nominators (18 out of 29) on the most frequent 

path already opted for a lower commission, given different trade- 

offs between the remaining criteria than in the initial stage of in- 

teraction. Interestingly, even if some paths in the fictitious treat- 

ment were supported by a significantly greater number of nomi- 

nators than others, there was no single complete path composed 

of six question-answer iterations that would be supported by at 

least five experiment participants. 

The interaction tree of the real treatment is less balanced than 

that of the fictitious one (see Fig. 10 ). In particular, 25 of 47 (53%) 

nominators made the same choices over the first five stages. This 

observation is even more interesting, given that this path has no 

obvious preference pattern. For example, even if the nominators 

opted for a higher self stake in all five questions, they preferred a 

lower commission when answering three questions, and they fa- 

vored a higher number of era points in only two cases. The sixth 

question on this most frequent path splits the group into 12 and 13 

nominators. The former sub-group opts for a validator with 1971 

voters and a cluster of size 9, whereas the latter prefers a validator 

with 1673 voters and a cluster of 1. 

The answers provided by the nominators are reflected in the 

corresponding value functions. Figure 11 presents five functions 

supported by the most significant shares of nominators. The three 

functions ( U 

R 
1 

, U 

R 
2 

, and U 

R 
3 

) representing the preferences of the 
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Fig. 8. Answers to the question: “Given a choice, which method would you prefer?”. 

Fig. 9. An interaction tree presenting the most-often-selected question-answer paths with the support of at least five nominators in the fictitious treatment. 

greatest subsets of nominators are distinguished with symbols in- 

troduced in Fig. 10 . Notably, commission, self and total stakes, 

and era points have a significantly greater impact on the com- 

prehensive value than the remaining two attributes. For the total 

stake, the differences between maximal shares for the five func- 

tions are minor (0.20–0.23), whereas, for the remaining attributes, 

they are more significant (e.g., 0.17–0.27 for commission and 0.18–

0.27 for total stake). The nominators’ answers justify these differ- 

ences. For example, U 

R 
3 

is characterized by a more significant im- 

pact of era points because, as opposed to U 

R 
1 

and U 

R 
2 

, the nomi- 

nators whose preferences are represented by U 

R 
3 emphasized the 

importance of a greater number of era points in their answers in 

five of six iterations. The marginal value functions for the cluster 

size and the number of voters differ greatly among the five most- 

frequent models. According to the assumptions made, they are all 

non-monotonic but depending on the nominators’ preferences, the 

non-monotonicity is either of the ∧ - or the ∨ -shape. The reasons 

underlying these differences can be best explained for U 

R 
1 and U 

R 
2 . 

The functions are consistent with the same answers provided in 

the five initial iterations but differ in the response given in the last 

stage. In particular, the marginal function for cluster size for U 

R 
1 

reaches its minimum at 1. In contrast, a marginal value assigned to 

this performance in U 

R 
2 

is the highest because this aspect proved 

essential for the nominators in the last question-answer interac- 

tion. 

6.6. Feedback 

Participants were asked to respond to an open-ended question 

with their comments about the study. A sentiment analysis tech- 

nique [19] was used to transform comments into numbers on a 

scale from −1 to 1. Numbers below zero mean the text was nega- 

tive, while numbers above zero correspond with the positive text. 

Neutral text is transformed into zero. The histogram of these val- 

ues is presented in Fig. 12 . Although many inputs were neutral, 

there is a strong dominance of positive feedback over negative. 

Samples of these comments with corresponding sentiment analysis 

values are listed in Table 6 . 
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Fig. 10. An interaction tree presenting the most-often-selected question-answer paths with the support of at least five nominators in the real treatment. When representing 

the choice alternatives, the following order of the attributes is used [Commission, Self stake, Total stake, Era points, Cluster size, Voters]. 

Table 6 

Examples of the participants’ comments with the corresponding sentiment analysis value. 

Comment Sentiment 

“The number of validators to choose from when manually selecting looks, initially at least, 

overwhelming. In particular, when you are new to Dotsama and to staking on the js browser. The 

pairwise route reduces the surface area of the decision space. Less choice is often a relief! 

Particularly for newbies.”

0.57 

“The algorithm was especially useful for confirming selections that I had made. Anything that 

scored AB, I was very confident, was a good selection. I felt like the algorithm was able to 

understand the similarities between the selections I made.”

0.9 

“Validators comparison was quite hard, and at some point, I had a feeling it’s not going into the 

expected direction, especially hard choices on very close data, wasn’t sure what’s important 

then—like mentioned previously, e.g., voters vs. era points.”

−0 . 24 

“I am interested in self stake and the number of clusters, the algorithm did justice to that. Having 

to pick manually is a bit hectic and might have missed something; the only thing I have against the 

algorithm is the fact that it did not put the commission into consideration. Would have preferred a 

relatively higher one, which is why I chose the ‘Rather algorithm’ option.”

0.64 

One frequent complaint was the lack of control over the al- 

gorithm selection. This problem will not appear in the final im- 

plementation of the system because the algorithm will not make 

the selections but will sort alternatives according to its compre- 

hensive values. To make the process even clearer, plots showing 

the value functions can be presented to a DM. Some participants 

also complained about algorithm recommending validators with a 

too-low commission. In this study, we assumed the commission 

is a cost-type attribute except for zero commission, which might 

be suspicious. This assumption seems true for most participants; 

however, some nominators set this threshold higher and treat a 

commission below three as suspicious. The best option to solve 

this issue would be treating commission as a fully non-monotonic 

attribute, resulting in higher flexibility. Hence, a higher number 

of questions might be required for the same recommendation 

quality. 
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Fig. 11. The value functions representing the preferences of the most significant number of nominators in the real treatment (the thicker the line, the greater the support). 

Fig. 12. Histogram of the sentiment analysis values from the participants’ feedback. 

6.7. Decentralization 

A limited number of paths lead to a limited number of possi- 

ble recommendations. This fact may raise concerns about decen- 

tralization because some validators might never appear in the rec- 

ommendations, regardless of a DM’s answers. Figure 13 presents 

the number of validators included in at least one recommenda- 

tion, with changing n top-ranked validators. With the number of 

selected validators equal to seven, as used in this experiment, over 

50% of validators have a chance to be recommended. When 16 

validators are chosen, which is the limit of the preference list on 

Polkadot, this fraction exceeds 80% . Assuming the DMs will con- 

sider the first 25 validators, the share of potential validators is 

close to 90% . 

Those numbers already propose a sufficiently decentralized rec- 

ommendation, especially under field conditions. To further mitigate 

this concern, and in addition to an automatic selection of top n val- 

idators with the highest comprehensive value, it is trivial to show 
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Fig. 13. Fraction of validators recommended at least once when selecting n top- 

ranked alternatives. 

all available validators with their calculated scores. Then, the nom- 

inators can make their final selection manually and with the value 

score as an additional attribute, which does not prevent validators 

with lower ranks from being selected. 

7. Conclusions 

In this paper, we proposed a customized active preference 

learning algorithm for an application in the blockchain domain 

with frequent decisions and a large set of alternatives. The algo- 

rithm’s goal is to decompose the problem into smaller problems 

and learn the preferences of nominators, here acting as DMs. The 

preferences are captured and represented fully intelligibly and in- 

terpretably using an additive value model defined over the family 

of six relevant attributes. Also, the pairs of alternatives they need 

to compare are selected or constructed to maximize the informa- 

tion gain interpreted in terms of the similarity between rankings 

induced by compatible value functions. This enables us to recom- 

mend suitable validators who, theoretically, optimally satisfy pref- 

erences elicited from the DMs. 

To test our theory, we conducted an experiment involving 115 

nominators from the Polkadot ecosystem. We compared two vari- 

ants of the developed algorithm based on pairwise comparisons 

of either real or fictitious validators against the manual selection 

and a random recommendation. The results showed that the pro- 

posed methods provided more accurate recommendations. Also, 

they were parsimonious regarding required time and cognitive ef- 

fort and led to more profit. Furthermore, the analysis of direct 

feedback provided by the experiment participants suggested that 

most of them were willing to use the tool on top of manual se- 

lection, allowing them to filter a subset of their favorite validators 

based on personal relationships and reputation. 

This paves the way for our proposed DSS to be implemented 

in the field and used by thousands of DMs who seek aid in their 

nominations. By offering our tool to real nominators, we can re- 

duce the pain of making qualified nomination decisions that are 

tailored to individual preferences. This ultimately improves the 

quality of the active validator set and thereby increases the reli- 

ability and security of Polkadot and all its parachains. Addition- 

ally, our proposed DSS can easily be deployed on other blockchains 

that follow similar validator elections that require votes from some 

other DMs. To do so, the criteria and/or the size of the recommen- 

dation set ought to be adjusted for the respective context. For ex- 

ample, the validators of the Kusama network have almost identical 

criteria as the one in Polkadot but allow nominators to vote for 24 

(instead of 16) alternatives. Other Proof-of-Stake blockchains might 

only allow delegating stake to one validator but, nevertheless, re- 

quire DMs to choose from a large set of alternatives with compet- 

ing criteria. 

Given the insights of this study, there are several interesting fu- 

ture developments, both theoretically and for practical implemen- 

tation in the field. First, after making our DSS accessible for all 

nominators, we could dynamically extend the proposed system to 

incorporate natural changes in the underlying data set. For this, 

stored preferences from an initial elicitation step could be updated 

by adding complementary pairwise comparisons that are tailored 

to cover only the differences in the newest data. This rolling hori- 

zon approach guarantees continuously optimal nominations at low 

costs, which benefits nominators and the Polkadot network. Sec- 

ond, after observing the limited cognitive effort imposed on our 

DMs by asking for six pairwise comparisons, we could increase 

that number slightly to seven or eight. That would increase the 

number of distinct recommendations to 128 and 256, respectively. 

While the costs of doing so must be considered carefully, given 

that computational complexity increases exponentially, this further 

contributes to decentralization. Specifically, this would lead to 86% 

coverage with one and 94% with two more questions, given we 

recommend the top 16 ranked validators (the metric as described 

in Fig. 13 ). This also leads to a more nuanced recommendation that 

should fit preferences even better, with the average values of the 

worst Spearman correlation coefficient reaching 0.74 in the sev- 

enth and 0.8 in the eighth question. Third, the attributes used to 

describe a validator could be improved upon. While our set of at- 

tributes made sense for our study to guarantee that DMs are famil- 

iar with them, results suggest that certain metrics, such as a total 

stake or era points, contributed little to the overall utility scores. 

This was mainly due to the low variance of the metric over the 

set of validators. Instead of those metrics, we could add others 

or combine existing ones. For example, participants suggested in 

the questionnaire to indicate (by yes/no) whether a validator has 

a verified identity. This would further mitigate the issue of not in- 

cluding the identity of a validator in the algorithm while provid- 

ing an additional metric important to users. Fourth, we observed 

some feedback from users who strive for more control over the al- 

gorithm. While the general response of our subjects was positive 

toward algorithmic decision support, we could further increase the 

acceptance by allowing for customizable features. As demonstrated 

in Dietvorst et al. [10] , this has a further positive impact on the 

acceptance of the algorithm. Possible candidates for such individ- 

ualization would be an individually defined set of attributes, fil- 

ters that constrain the set of considered validators (e.g., remove 

those above or below a specific threshold for a given attribute), or 

a choice of how many pairwise comparisons are elicited. 
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Extended abstract in Polish

Nowe komputerowe metody
wspomagania decyzji odporne
na niedoskonałości danych

uczących

Wprowadzenie

Problemy decyzyjne, zwłaszcza w zastosowaniach praktycznych, są często
wielokryterialne. Obiekty, zwane wariantami lub alternatywami, oceniane są
za pomocą przynajmniej dwóch, zazwyczaj wzajemnie sprzecznych, kryte-
riów. Za najprostszy przykład można podać takie kryteria jak cena i jakość.
W większości przypadków są one negatywnie skorelowane – im lepsza (niż-
sza) cena, tym gorsza jakość. W takim przypadku nie jest możliwe obiektywne
wskazanie najlepszego rozwiązania, gdyż alternatywy te są nieporównywalne.
Za pomocą klasycznych narzędzi matematycznych wyznaczyć można jedynie
zbiór Pareto-optymalny. Składa się on z rozwiązań, które nie są zdomino-
wane przez żadną inną alternatywę, jednak względem siebie pozostają nie-
porównywalne. Aby możliwe było ich rozróżnienie, konieczne jest pozyskanie
informacji preferencyjnej od decydenta i uwzględnienie jej w procesie decyzyj-
nym. Informacja ta odzwierciedla punkt widzenia użytkownika i jego system
wartości. Może być ona wyrażona na przykład poprzez przypisanie wag do
poszczególnych kryteriów. Metody wielokryterialnego wspomagania decyzji
pozwalają na wypracowanie rekomendacji w wielokryterialnych problemach
decyzyjnych z użyciem tej dodatkowej informacji od decydenta.

Rzeczywiste problemy decyzyjne często obarczone są różnego rodzaju nie-
doskonałościami. Niedoskonałość ta może dotyczyć opisu alternatyw, prze-
kazanej informacji preferencyjnej czy też doboru procedury. W niektórych
przypadkach możliwa jest próba wyeliminowania problemu u źródła. Jed-
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nak często jest to niemożliwe i konieczne jest bazowanie na niedoskonałych
danych. W tej sytuacji konieczne jest, aby algorytm był odporny na tego
rodzaju niedoskonałości, gdyż w przeciwnym razie mogą mieć one istotny i
jednocześnie niechciany wpływ na wypracowaną rekomendację.

Algorytmy wielokryterialnego wspomagania decyzji różnią się rodzajem
problemu decyzyjnego, jaki rozwiązują, spodziewanym formatem danych wej-
ściowych oraz wyjściowych czy sposobem interakcji z użytkownikiem. Ze
względu na te różnice niemożliwe jest wypracowanie generycznego podejścia
do obsługi niedoskonałości związanych z danymi uczącymi. Mechanizm ten
musi uwzględniać zarówno rodzaj niedoskonałości, jak i specyfikę konkretnej
metody.

W niniejszej pracy doktorskiej zaproponowano podejścia dedykowane kon-
kretnym metodom wielokryterialnego wspomagania decyzji poprzez rozsze-
rzenie lub modyfikację sposobu ich działania. Opracowane zostały też me-
chanizmy agnostyczne względem konkretnego algorytmu, a dedykowane wy-
branym rodzajom niedoskonałości. Nowe metody zostały zweryfikowane na
rzeczywistych problemach decyzyjnych oraz użyte przez docelowych użyt-
kowników.

1. Odporne metody wyznaczania wag kryteriów

Zaproponowane zostało rozszerzenie procedury Simos-Roy-Figueira (SRF)
służącej do wyznaczenia wag kryteriów. W oryginalnym podejściu informa-
cja preferencyjna w postaci rankingu kryteriów oraz dokładnie podanego sto-
sunku ważności kryterium najistotniejszego do najmniej ważnego przekształ-
cana jest w arbitralny sposób do precyzyjnego wektora wag kryteriów zgod-
nie z ustaloną procedurą. Wynik ten jest tylko jednym spośród potencjalnie
nieskończenie wielu wektorów wag spójnych z preferencjami decydenta. Nie-
doskonałość wynika tu z porządkowej formy informacji preferencyjnej, która
nie definiuje wag w sposób precyzyjny. Dodatkowo konieczność specyfikacji
dokładnej wartości stosunku wag kryteriów może skutkować podaniem przez
decydenta wartości nieodzwierciedlającej w pełni jego preferencji, gdyż jest
to zadanie obarczone dużym wysiłkiem kognitywnym.

W opracowanym podejściu wyjściem nie jest jeden konkretny zestaw wag.
Co więcej, decydent nie musi precyzyjnie definiować stosunku istotności mię-
dzy pierwszym a ostatnim kryterium. Informacja preferencyjna służy do wy-
znaczenia przestrzeni wag z nią spójnych. Przestrzeń ta jest następnie próbko-
wana z wykorzystaniem symulacji Monte Carlo. Symulacja służy wyznaczeniu
indeksów akceptowalności, które odwzwierciedlają rozmiar przestrzeni para-
metrów potwierdzających określony wynik. Następnie przekładają się one na
wypracowanie finalnego odpornego rozwiązania.

Podejście to zostało zaadoptowane do dwóch typów problemów. Pierwszy
problem to wybór z wykorzystaniem metody ELECTRE I. W tym wariancie
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indeksy akceptowalności dotyczyły porównania par wariantów i relacji za-
chodzących pomiędzy nimi. Posłużyły one do zbudowania grafu relacji prze-
wyższania, z którego następnie wyekstrahowane zostało jądro grafu. Zarówno
graf, jak i jego jądro uzyskane w taki sposób, cechują się znacznie większą od-
pornością w stosunku do podejścia opartego na pojedynczym wektorze wag.
Motywacją do opracowania tego rozwiązania był problem wyboru dostawcy
usług logistycznych.

Drugim problemem było przypisanie alternatyw do predefiniowanych upo-
rządkowanych klas. Indeksy akceptowalności opisywały przypisanie do klas
dla różnych wariantów. Rozważane były więc wszystkie modele spójne z pre-
ferencjami decydenta a nie tylko arbitralnie wybrany jeden z nich, potencjal-
nie prowadzący do skrajnych rozwiązań. Zaadoptowana procedura została
wykorzystana z metodą ELECTRE TRI-rC. Algorytm ten został zastoso-
wany do klasyfikacji materiałów izolacyjnych wykorzystywanych w jednym z
obszarów wiejskich we Włoszech.

2. Wykorzystanie niepełnej informacji preferencyjnej w
postaci przykładowych decyzji

Jedną z form przekazania preferencji jest podanie przykładowych decyzji. W
zależności od rodzaju problemu mogą one przyjmować postać na przykład
przypisania alternatyw do klas lub porównania parami wybranych alterna-
tyw. Informacja taka z natury jest niedoskonała, gdyż dotyczy niewielkiego
podzbioru wszystkich alternatyw. Cechują ją więc niekompletność. Co więcej,
zazwyczaj istnieje wiele modeli matematycznych prowadzących do tej samej
ewaluacji alternatyw ocenionych przez użytkownika, ale różnią się w ocenie
pozostałych wariantów, tzw. niereferencyjnych.

Jednym z efektów pracy doktorskiej jest wypracowanie odpornej proce-
dury indukcji reguł decyzyjnych na podstawie przykładowych przypisań al-
ternatyw do klas. W zaproponowanym podejściu reguły są indukowane nie-
zależnie dla każdego reduktu. Następnie istotność poszczególnych reguł wa-
żona jest jakością klasyfikacji danego reduktu. Podejście to cechuje się więk-
szą stabilnością rozwiązania w porównaniu do klasycznego podejścia, gdzie
powstaje tylko jeden zbiór równoważnych reguł. Wynikiem opracowanej me-
tody są indeksy akceptowalności przypisań do poszczególnych klas. Dodat-
kowo algorytm działa poprawnie również w przypadku niepełnej informacji
preferencyjnej dotyczącej kierunku preferencji dla poszczególnych kryteriów.
Decydent nie musi określać typu kryteriów. Jeśli tego nie zrobi, kryterium
jest traktowane jako niemonotoniczne lub interpretowane jest jako atrybut,
na którym oceny są tylko różne lub takie same, bez rozważenia kierunku
preferencji.

Modele budowane są na podstawie danych podanych przez użytkownika.
W związku z tym im więcej przykładowych decyzji zostanie dostarczonych,

239



tym większa będzie precyzja stworzonego modelu, a tym samym wypraco-
wana rekomendacja cechować będzie się wyższą jakością. Niestety, rozmiar
podanych decyzji jest ściśle powiązany z czasem i wysiłkiem użytkownika.
Wraz ze wzrostem rozmiaru danych zwiększa się zmęczenie procesem elicy-
tacji, co przełożyć może się na mniejsze skupienie, a w efekcie podanie infor-
macji niespójnej z rzeczywistymi preferencjami. Obserwacja ta była jedną z
motywacji do opracowania kolejnej procedury będącej efektem tej rozprawy
– algorytmu aktywnego uczenia dla metody UTA, gdzie informacją preferen-
cyjną są dokonane przez decydenta porównania alternatyw parami.

Zaproponowany został algorytm generujący pytania w postaci pary alter-
natyw do porównania przez użytkownika. Pytanie to jest wynikiem działania
algorytmu optymalizacji, którego celem jest maksymalizacja zysku informa-
cyjnego uzyskanego po odpowiedzi na to pytanie. Dzięki zastosowaniu tej
procedury wymagane jest mniej odpowiedzi od użytkownika do wytworzenia
modelu o wysokiej jakości w porównaniu do klasycznego podejścia, w któ-
rym to decydent sam tworzy pytania i udziela na nie odpowiedzi. Co więcej,
opracowano również metodę, w której pytania bazują nie na rzeczywistych al-
ternatywach, lecz na sztucznych obiektach wygnerowanych tylko i wyłącznie
w tym celu. Pozwala to na jeszcze dalej idącą redukcję koniecznego rozmiaru
informacji preferencyjnej przekazanej przez użytkownika.

Oba warianty zostały przetestowane na zbiorze ponad 100 rzeczywistych
decydentów, będących ekspertami w dziedzinie, której dotyczył dany pro-
blem. W tym przypadku był to wybór walidatorów kryptowalut. Osoby te
nie miały jednak żadnej wiedzy związanej z algorytmi wielokryterialnego
wspomagania decyzji. Mimo tego były one w stanie skutecznie posługiwać
się opracowanym narzędziem, co dowodzi niskiemu poziomowi wysiłku ko-
gnitywnego z tym związanego. Istotność tych obserwacji zwiększa fakt, iż w
przeprowadzonym eksperymencie użytkownicy dysponowali pieniędzmi, które
były inwestowane przez określony okres czasu zgodnie z rekomendacjami wy-
pracowanymi przez nowatorski algorytm. Motywowało to więc do zachowań
racjonalnych i maksymalizacji zysku.

3. Dobór odpowiedniej metody wspomagania decyzji

Na przestrzeni lat opracowane i udokumentowane zostały setki metod wielo-
kryterialnego wspomagania decyzji wraz z ich rozszerzeniami i wariantami.
Każdy z nich dedykowany jest konkretnej klasie problemów decyzyjnych oraz
wymaga danych wejściowych konkretnego rodzaju o ściśle określonym forma-
cie i typie. Ze względu na mnogość algorytmów oraz ściśle określone warunku
ich użycia, sam problem wyboru metody wspomagania decyzji można uznać
za problem wielokryterialnego wyboru, w którym to użytkownik potrzebuje
wsparcia. Niedoskonały charakter danych w tym problemie wynika z ograni-
czonej możliwości zdefiniowania wymagań przez użytkownika.
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W celu rozwiązania tego problemu opracowany i zaimplementowany zo-
stał system MCDA-MSS, który wspiera wybór odpowiedniej metody, bazując
na opisie problemu oraz oczekiwań użytkownika. W systemie tym uwzględ-
niono ponad 200 metod wielokryterialnego wspomagania decyzji, a każda z
nich została opisana na ponad 150 atrybutach. Naturalny wydaje się fakt, że
w większości przypadków użytkownik nie będzie w stanie precyzyjnie okre-
ślić swoich wymagań na każdym z nich. Co więcej, wyraźnie widać, iż liczba
metod nie jest w stanie pokryć wszystkich możliwych kombinacji wartości na
atrybutach. Z tego powodu możliwa jest sytuacja, w której nie istnieje żadna
metoda w pełni odpowiadająca preferencjom decydenta. Opracowany system
adresuje obie opisane sytuacje.

W przypadku braku metody spełniającej wszystkie kryteria podane przez
użytkownika następuje identyfikacja kluczowych ograniczeń, które muszą być
spełnione, oraz tych, które mogą być pominięte, jeśli to konieczne. Procedura
ta jest kontynuowana aż do momentu, w którym istnieje przynajmniej jedna
metoda spełniająca wszystkie kluczowe ograniczenia. System prowadzi użyt-
kownika w taki sposób, aby uniknąć sytuacji odwrotnej – zbyt szczegółowe
ograniczenia, których nie spełnia żadna metoda. Co więcej, mechanizm ten
pozwala na określenie obszarów, w których brakuje odpowiednich metod,
co pozwala więc na odpowiednie ukierunkowania badań nad opracowaniem
nowych algorytmów.

W sytuacji gdy opis wymagań jest niepełny, system jest w stanie zwrócić
wszystkie metody spełniające zadane ograniczenia. Jednocześnie rekomendo-
wane jest pytanie, które pozwoli na maksymalne zawężenie obszaru poszuki-
wań i zmniejszenie liczby pasujących algorytmów. Każde pytanie oraz atrybut
zostały szczegółowo i w wyczerpujący sposób opisane, co ułatwia użytkowni-
kom przekazanie preferencji bez posiadana szerokiej specjalistycznej wiedzy
na temat poszczególnych metod. System posiada też inne mechanizmy inte-
rakcji z użytkownikiem ułatwiającej korzystanie. Na bieżąco pokazywana jest
liczba odpowiadających metod, użytkownik jest też świadomy, jak liczba ta
zmieni się po podaniu kolejnych ograniczeń.

System ten pozwala zmniejszyć liczbę sytuacji, w których wybrana zo-
stała nieodpowiednia metoda lub wykorzystana została w niewłaściwy spo-
sób. Może to przyczynić się do zwiększenia popularności całego obszaru wie-
lokryterialnego wspomagania decyzji, gdyż decydent bez większej wiedzy w
tej dyscyplinie będzie w stanie wybrać właściwą metodę do danego problemu
i odpowiednio ją zastosować.

4. Wspomaganie grupowego podejmowania decyzji przy
niespójnych preferencjach decydentów

W wielu rzeczywistych przypadkach w problemie decyzyjnym występuję wię-
cej niż jeden decydent. Co więcej, mogą oni reprezentować różne punkty
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widzenia, przez co ich preferencje są wzajemnie sprzeczne. Prowadzi to do
niespójnej informacji preferencyjnej, która musi być odpowiednio przetwo-
rzona, a finalna rekomendacja jest rozwiązaniem kompromisowym.

W ramach obszaru wielokryterialnego wspomagania decyzji opracowane
zostało wiele metod. Kilka z nich stało się bardzo popularne, doczekało się
licznych rozszerzeń oraz zastosowań. Są one dobrze przetestowane i obda-
rzone zaufaniem przez wielu użytkowników. Niestety, w większości są one
dedykowane problemom decyzyjnym w których występuje tylko jeden decy-
dent, stąd nie można ich użyć wprost do rozwiązania problemów grupowego
wspomagania decyzji.

Celem rozwiązania zaproponowanego w ramach tej pracy doktorskiej było
stworzenie procedury, w ramach której metody odpowiednie dla problemów
z jednym decydentem, będą mogły być użyte dla problemów z wieloma decy-
dentami. Jest to dużo bardziej uniwersalne podejście niż tworzenie kolejnej
metody dedykowanej jednemu specyficznemu typowi problemów. Pozwala to
na wykorzystanie dobrze przetestowanych i sprawdzonych metod w szerszym
kontekście. Dodatkowo decydenci nie muszą zapoznawać się z charaktery-
styką nowej metody, gdyż mogą nadal korzystać z tej, którą używali do tej
pory.

W opracowanym rozwiązaniu skupiono się na problemie, którego wyni-
kiem jest ranking. Rozważono zarówno ranking zupełny jak i częściowy, w
którym dopuszczona jest nieporównywalność alternatyw. W podejściu tym
dowolna procedura zwracająca ranking aplikowana jest niezależnie dla każ-
dego decydenta, a faza agregacji odbywa się już na wynikowych rankingach,
bez ingerencji w sam proces ich powstawania. Problem ten został zamodelo-
wany jako zadanie optymalizacyjne, którego celem jest znalezienie rankingu
najbliższemu rankingom uzyskanym dla wszystkich decydentów. Rozważone
zostały dwie funkcje celu tego rodzaju: podejście utylitarne, w którym szu-
kamy rozwiązania minimalizującego średnią odległość od wszystkich rankin-
gów, oraz podejście egalitarne, w którym minimalizowana jest maksymalna
odległość

Do rozwiązania tego zadania optymalizacyjnego użyte zostały odpowied-
nio zaadoptowane algorytmy metaheurystyczne takie jak symulowane wyża-
rzanie czy podejścia genetyczne, oraz metody opracowane specjalnie dla tego
problemu. Podejścia te zostały przetestowane na szerokiej bazie rankingów o
specyficznych cechach wygenerowanych specjalnie na problemy tego testu, a
także na rzeczywistych danych pochodzących z realnego problemu decyzyj-
nego. Uzyskane wyniki cechowały się wysoką jakością, a także efektywnością,
jeśli chodzi o czas obliczeń. Z tego względu możliwe jest także zastosowa-
nie tej procedury nie tylko dla problemów grupowego podejmowania decyzji,
gdzie łączna liczba rankingów z reguły nie przekracza kilkudziesięciu, ale też
dla rankingów pochodzących z analizy odporności rozwiązań, które mogą być
liczone w tysiącach.
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Zaproponowane zostało również podejście do grupowego wspomagania
decyzji dla problemu sortowania. Motywowane ono było konkretnym przy-
padkiem użycia w problemie z ponad 30 decydentami. Rozwiązanie to bazo-
wało na agregacji poprzez uśrednianie indeksów akceptowalności uzyskanych
dla każdego decydenta niezależnie. W ten sposób wypracowana została reko-
mendacja kompromisowa.

5. Sieci neuronowe odporne na niedoskonałe dane

Procesy wspomagania podejmowania decyzji mogą wykorzystywać także al-
gorytmy uczenia maszynowego. Podejścia te bazują niemal wyłącznie na da-
nych treningowych. Skutkuje to tym, iż jakość danych finalnie przekłada się
na jakość modelu. Jest to zwłaszcza widoczne we współczesnych sieciach neu-
ronowych, które, aby odblokować swój pełny potencjał, potrzebują dużych
wolumenów danych treningowych o dobrej jakości. W przeciwnym wypadku
modele te są w stanie nauczyć się niedoskonałości występujących w danych
i traktować je jako rzeczywisty sygnał. Z racji powszechności tego modelu
opracowane zostało wiele technik mających na celu minimalizację ryzyka
wystąpienia takiej sytuacji. Niestety w wielu sytuacjach są one niewystar-
czające.

W ramach przedmiotowej pracy zaproponowane zostały dwie rekuren-
cyjne architektury neuronowe, które cechują się większą odpornością od po-
dejść klasycznych. W obu przypadkach było to motywowane rzeczywistym
problemem decyzyjnym do rozwiązania. Pierwszy z nich polegał na predyk-
cji konsumpcji energii elektrycznej dla przedsiębiorstw różnego typu. Z racji
na dużą różnorodność standardowym podejściem byłby trening niezależnego
modelu dla każdego z przedsiębiorstw. W podejściu tym w przypadku błęd-
nych danych dla jednego podmiotu model nie miałby szans na poprawne
działanie. W tym celu zaproponowana została specjalna architektura reku-
rencyjnej sieci neuronowej, w której jednocześnie wraz z szeregiem czasowym,
którym były w tym wypadku dane z licznika zużycia prądy, przetwarzał cechy
statyczne charakteryzujące ten szereg takie jak rozmiar i typ przedsiębior-
stwa czy jego lokalizacja. Dzięki temu podejściu możliwe było wyekspono-
wanie modelu jednocześnie na wiele przedsiębiorstw, gdyż dodatkowe cechy
statyczne pozwalały na rozróżnienie między nimi. Dodatkowo możliwa była
interpolacja z użyciem tych wartości, więc nawet jeśli dla jednej firmy dane
były błędne, to model był w stanie dokonać poprawnej predykcji, bazując na
krzywych zużycia energii dla sąsiednich wartości. Warto zaznaczyć, iż mimo
faktu, że podejście to opracowane było na potrzeby konkretnego problemu
to można je uogólnić i stosować dla problemów z innej domeny o zbliżonej
charakterystyce.

Dobrze świadczy o tym fakt, że architektura ta została wykorzystana jako
składowa kolejnego modelu opracowanego w ramach tej pracy doktorskiej,

243



której celem była detekcja i lokalizacja wycieków w rurociągach transportu-
jących paliwa ciekłe. Większość metod do tej problematyki jest wrażliwa na
różnego rodzaju niedoskonałości danych. W praktyce możliwe są problemy z
czujnikami rozmieszczonymi wzdłuż rurociągu, lub z komunikacją. Opraco-
wana została architektura sieci neuronowej, w której jako wejście podawany
jest zbiór obserwacji wraz z ich opisem, w tym wypadku była to lokalizacja
czujnika na rurociągu oraz czas pomiaru. Na tej podstawie model buduje
w tak zwanej zmiennej ukrytej obraz aktualnej sytuacji na rurociągu. W
drugiej fazie obraz ten może zostać wykorzystany i po zadaniu zapytania,
również w postaci lokalizacji i czasu, model generuje odpowiadający mu sze-
reg czasowy. Ze względu na fakt, iż jako wejście podana może być dowolna
liczba obserwacji, model ten jest odporny na problemy z jednym lub nawet
kilkoma sensorami. Wystarczy w tym celu użyć niezależnie kilku kombinacji
czujników. Również ten model może z powodzeniem być stosowany w pro-
blemach z innej domeny. Jako przykład może posłużyć jego zastosowanie do
generowania cząsteczek chemicznych o zadanych właściwościach.

6. Wielokryterialna optymalizacja przy braku informacji
preferencyjnej

Kolejnym rozważonym problemem była optymalizacja wielokryterialna przy
braku informacji preferencyjnej. W tym celu zaadoptowany został algorytm
genetycznej optymalizacji wielokryterialnej NSGA-II, tak aby znaleźć front
Pareto, zawierający szeroki przekrój rozwiązań. Następnie na tym froncie za-
stosowano wariant metody ELECTRE dostosowany do tego typu problemu
oraz formy przekazania informacji preferencyjnej, która odpowiadała decy-
dentowi.

Podejście to zostało zastosowane do optymalizacji pracy kierowców i mo-
torniczych w poznańskiej komunikacji miejskiej. Algorytm ten służy do wy-
znaczania grafików pracy (dni wolne, przydział zmian – rano, popołudnie,
noc) oraz przypisania pracowników do konkretnych służb (linii tramwajowych
lub autobusowych), optymalizując jednocześnie kilka kryteriów ekonomiczno-
społecznych oraz spełniając liczne ograniczenia wynikające z kodeksu pracy
czy wewnętrznych przepisów spółki.

Podsumowanie

Celem niniejszej rozprawy doktorskiej było stworzenie metod komputerowego
wspomagania decyzji odpornych na różnego rodzaju niedoskonałości danych
uczących. Metody te motywowane były charakterystyką rzeczywistych pro-
blemów decyzyjnych, skupiając się na konkretnym typie niedoskonałości da-
nych.
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Opracowane zostały metody wspierające odporne metody wyznaczania
wag kryteriów. Zamiast jednego wektora wag rozważana była cała przestrzeń
wag spójnych z preferencjami decydenta, co pozwoliło na uniknięcie arbitral-
nego wyboru, który mógł prowadzić do skrajnych rekomendacji. Dzięki temu
rozwiązano problem istnienia niedoskonałości związanych z istnieniem wielu
wektorów wag, z których każdy mógłby zostać wykorzystany do wypracowa-
nia ostatecznego wyniku.

Powstały również algorytmy bazujące na jednej z najprostszych form in-
formacji preferencyjnej, którą są przykładowe decyzje. Dane te z natury są
niekompletne; stąd wynika ich niedokładność. Jednak zaproponowane me-
chanizmy pozwalają wykorzystać je w zoptymalizowany i odporny sposób.
Wykorzystanie technik aktywnego uczenia pozwala na wygenerowanie pytań
maksymalizujących zysk informacyjny, a tym samym zmniejszenie liczby ko-
niecznych przykładów decyzji. Zaproponowano także wariant indukcji reguł
dla zbiorów przybliżonych, w których rozważane są podzbiory kryteriów, co
pozwala na wygenerowanie kilku zestawów reguł. Mogą być one następnie
wykorzystane do odpornego sortowania.

Kolejnym rozważonym tematem było wsparcie wyboru odpowiedniej pro-
cedury dla danego problemu decyzyjnego. Ze względu na mnogość algoryt-
mów i ich wysoką specyfikację co do obszarów zastosowań dobór odpowied-
niej procedury nie jest trywialny i wymaga wsparcia. Dzięki bazie danych
zawierającej ponad 200 metod opisanych przy użyciu ponad 150 cech oraz
interaktywnemu systemowi prowadzącemu przez proces wyboru nawet osoba
bez wiedzy i doświadczenia w zakresie komputerowego wspomagania decyzji
jest w stanie dobrać odpowiedni algorytm do swojego problemu.

Grupowe wspomaganie decyzji to następny temat poruszony w tej pracy
doktorskiej. Zaproponowane zostało podejście, pozwalające na użycie dowol-
nych metod wspomagania decyzji rozwiązujących problem rankingu w ujęciu
grupowym. Przy wykorzystaniu algorytmów optymalizacyjnych poszukiwany
jest ranking kompromisowy minimalizujący odległość od rankingów uzyska-
nych dla poszczególnych decydentów. Rozważone zostało podejście utylitarne
z minimalizacją średniej odległości oraz egalitarne z minimalizacją maksymal-
nej odległości. Opracowano także metodę odpornej analizy akceptowalności
rozwiązań dla problemu sortowania. W pierwszym kroku analiza ta przepro-
wadzana jest niezależnie dla każdego decydenta, następnie na uzyskanych
podczas niej indeksach akceptowalności następuje agregacja do grupowej re-
komendacji.

Wreszcie rozważono również obszary poza głównym nurtem kompute-
rowego wspomagania decyzji. Jednym z nich są sztuczne sieci neuronowe.
Zaprojektowano dwie architektury, pozwalające na użycie szerszego zakresu
danych treningowych oraz cechujące się większą odpornością na potencjalne
niedoskonałości od podejść klasycznych. Opracowane zostało też podejście do
zagadnienia optymalizacji przy braku preferencji. W tym celu wykorzystano
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adaptacje istniejących algorytmów do rozwiązania postawionego problemu.

Większość badań przeprowadzonych w trakcie prac na rozprawą doktorską
motywowanych było rzeczywistymi problemami decyzyjnymi i związanymi z
nimi niedoskonałościami danych uczących. Co więcej, wiele z wypracowa-
nych rozwiązań jest obecnie stosowanych w praktyce. Podkreśla to wysoki
potencjał aplikacyjny stworzonych algrytmów.
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