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Abstract

Motivated by the increase in mobile communication traffic, the requirement of
high data rates, and the associated scarcity of spectrum, the author of this thesis
presents her research that led to new approaches to Spectrum Sensing (SS) based on
Machine Learning (ML) methods. Contrary to the traditional approach, the author
provides solutions to ML-based autonomous SS that takes the radio-channel varia-
tions into account, cooperative (Federated Learning (FL)-based) SS with improved
performance, and secure FL-based SS robust against data poisoning.

The thesis of this dissertation is the following: There exist new methods for spec-
trum sensing in wireless communication systems that are based on machine learning
and that are more reliable than the existing ones. The author proves this by pre-
senting the following original research and contributions.

After the analysis of the state of the art in the field of reliable SS in radio commu-
nication channels and the identification of knowledge gaps, new effective, low-cost
algorithms for the autonomous ML-supported SS have been proposed. Fifth Gen-
eration (5G) system scenario has been considered, in which Resource Blocks (RBs)
are subject to sensing for possible secondary use. The proposed algorithms take
advantage of the measured Primary User (PU)’s signal energy and the time- and
frequency dependencies of the sensed signal RBs occupancy. Next, new effective
Deep Learning (DL)-based algorithms have been developed for SS and spectrum
occupancy prediction taking into account variations of the wireless channel. Fol-
lowing considerations on the autonomous SS, cooperative FL-based methods have
been investigated. A new efficient FL-based SS algorithm has been designed with
high performance and allowing incoming users to take advantage of the global FL
model without sacrificing their computing resources for model training. Finally,
the impact of coordinated and random poisoning attacks on FL-based SS has been
evaluated, and a new efficient algorithm has been designed to detect and mitigate
such attacks.

The main conclusion of this dissertation is that the original solutions of the
author can significantly improve the performance, reliability, and security of SS in
the scenarios considered for 5G radio access networks.
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Streszczenie

Motywowana wzrostem ruchu w komunikacji mobilnej, wymogiem duzych prze-
plywnoéci danych i zwigzanym z tym niedoborem widma, autorka niniejszej rozprawy
doktorskiej przedstawia swoje badania nad nowym podejsciem do detekcji widma,
tzw. sensingu (ang. Spectrum Sensing (SS)) w oparciu o metody uczenia maszynowe-
go (ang. Machine Learning (ML)) . W przeciwienistwie do tradycyjnego podejscia,
autorka proponuje metody autonomicznego SS opartego na ML, ktére uwzgledni-
aja zaniki w kanale radiowym, kooperatywnego SS (opartego na uczeniu federa-
cyjnym (ang. Federated Learning (FL)) o zwiekszonej niezawodnosci i algorytm
bezpiecznego SS opartego na FL, odpornego na zatruwanie danych.

Teza tej rozprawy jest nastepujaca: Istniejg nowe metody wykrywania widma
w systemach komunikacjyi bezprzewodowej, oparte na uczeniu maszynowym i jed-
nocze$nie bardziej niezawodne niz istniejgce. Autorka udowadnia to przedstawiajac
ponizsze oryginalne badania.

Po przeanalizowaniu aktualnego stanu wiedzy w dziedzinie niezawodnego SS
w kanaltach komunikacji radiowej i identyfikacji otwartych probleméw, opracowano
nowe, skuteczne algorytmy dla autonomicznego SS wspieranego przez ML. Rozwazo-
no scenariusz systemu 5G, w ktérym bloki zasobéw (ang. Resource Blocks (RBs))
podlegaja detekcji w celu ewentualnego wtérnego wykorzystania. Zaproponowane
algorytmy wykorzystuja zmierzona energie sygnatu uzytkownika licencjonowanego
(ang. Primary User (PU)) oraz zaleznosci czasowe i czestotliwosciowe zajetosci
RBs. Nastepnie opracowano nowe, skuteczne algorytmy oparte na gtebokim uczeniu
maszynowym (ang. DL) do detekcji i przewidywania zajetosci RBs z uwzglednieniem
zmiennosci i zanikow w kanale bezprzewodowym. W nastepstwie rozwazan doty-
czacych autonomicznych SS, zbadano kooperacyjne metody SS. Zaprojektowano
nowy, algorytm SS oparty na FL, zapewniajacy wysoka jakos¢ detekcji i umozli-
wiajacy nowym uzytkownikom pojawiajacym sie w sieci mozliwo$é¢ korzystania z
globalnego modelu FL bez koniecznosci poswiecania zasob6éw obliczeniowych w celu
uczenia modeli. Na koniec oszacowano wpltyw skoordynowanych i losowych atakow
typu zatruwajacego na SS oparty na FL i opracowano nowy, efektywny algorytm do
wykrywania i tagodzenia takich atakow.

Glownym wnioskiem z tej rozprawy jest to, ze oryginalne rozwigzania autorki
moga znaczaco poprawi¢ efektywnosé, niezawodnosé i bezpieczenstwo SS w scenar-
iuszach rozpatrywanych dla radiowych sieci dostepowych 5G.
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Introduction

Motivation

In today’s wireless communication systems, the radio spectrum has become a
scarce resource. According to [1], the global mobile network data traffic reached
151 EB per month (including Fixed Wireless Access (FWA) services) in the second
quarter of 2024. It will grow to approximately 466 Exabytes per month in 2029, and
5G networks will carry 75 percent of that traffic. There will be 9.3 billion mobile
subscriptions (including 5.6 billion of 5G ones) and 38.8 billion connected devices
constituting the Internet of Things (IoT), out of which 6.7 billion will be connected
via cellular networks. These facts and predictions imply challenges in utilizing radio
spectrum resources and planning their allocation to wireless connections. Effective,
intelligent, and possibly cognitive methods of sensing available spectral resources,
as well as algorithms for accessing them dynamically and responsively, are needed.

The idea of Cognitive Radio (CR) was proposed two decades ago to enhance
the operation of radio devices and networks by embedding operational environment
awareness and artificial intelligence in them. The aim was to increase the use of
radio resources in consideration of the constantly growing number of wireless trans-
missions. A CR user is called a Secondary User (SU), while a licensed-system (in a
given frequency band) user is called a Primary User (PU). SUs attempt to gain radio
environment awareness to opportunistically access the radio resources, temporarily
not used by PUs. Radio-environment awareness, in particular, the awareness of
spectrum occupancy and transmission conditions, enables the optimization of the
SUs’ transmission and protection of the PUs’ transmission from the interference pos-
sibly generated by SUs. This allows for the maximization of spectrum usage while
keeping the interference level observed by PUs in the acceptable range. To achieve
radio-environment awareness, intelligent spectrum sensisng and management meth-
ods are considered to reuse frequency bands at a certain time and location (so-called
spectrum gaps or in a more generic sense white spaces) when they are not used by
licensed users [198].

The Spectrum Sensing (SS) methods are supposed to determine whether PUs are
transmitting or not, and hence, enable the SU’s transmission. SS commonly refers
to the multiplicity of methods of obtaining the spectrum-occupancy awareness of
SUs. Based on this awareness, CR should make intelligent decisions on transmission
and reception-related actions, and constantly improve these decisions by learning
from experience.

One of the challenges is that traditional SS methods, are unable to take full
advantage of the time, frequency, or spatial dependencies that exist in detected sig-
nals, which results in a rather limited performance of these methods. The Al-based
and ML algorithms that can find intricate features in the input data and recognize
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present signals are being considered to improve the performance of traditional SS.
The ML-based methods pose another challenge, which is to determine how to
train the ML models so that they are useful for correct spectrum detection and
prediction to enable its reusability. The training process requires sufficient amounts
of data. Additionally, the supervised type of ML algorithms is better suited for a
problem of SS than unsupervised ML, which requires correct a priori labeling of the
spectrum occupancy data. Moreover, the ML model used for spectrum occupancy
decisions must be trained to reflect also the changing radio environment. The ML
algorithm needs to be able to adapt to the changes occurring in the wireless channel.
The answer to the aforementioned challenges can be to apply a cooperative and
adaptable ML-based SS algorithm in which multiple SUs cooperate by collecting
smaller amounts of data that are characterized and influenced by their local radio
environment, and by creating a common SS ML model that would work well in
different wireless scenarios. Such an approach is called Federated Learning (FL).
Finally, the algorithm security challenges appear while considering cooperative
and intelligent SS solutions. The process of cooperative (including FL-based) SS can
get hijacked by malicious devices in order to disturb the proper spectrum-sharing
process. Attackers may falsify the presence of the spectrum gaps (opportunities)
in order to use detected resources for their own transmission. Alternatively, the
attackers may aim at falsification of the occupied spectrum in order to encourage SUs
to use frequencies occupied by PUs and cause interference to the PUs transmission.
Motivated by the increased mobile communication traffic, required high data
rates, and associated spectrum scarcity, the author of this thesis presents her re-
search that led to new approaches to SS based on ML methods. Contrary to the
traditional approach the author provides solutions to ML-based autonomous SS that
takes the radio-channel variations into account, cooperative (FL-based) SS with im-
proved performance, and secure FL-based SS robust against data poisoning.

Dissertation thesis and main goals

The thesis of this dissertation is the following:
There exist new methods for spectrum sensing in wireless communication systems
that are based on machine learning and that are more reliable than the existing ones.

The main goal of the thesis is to propose such methods and in particular:

e To analyze the state of the art in the field of reliable SS in radio communication
channels, and project the knowledge gaps against original solutions presented
in Chapters 2-5; (This goal is addressed in Chapter 1.)

e To develop the effective, low-cost algorithm for the autonomous ML-supported
SS, that takes advantage of the measured PU’s signal energy and the time- and
frequency dependencies of the sensed signal spectrum; (This goal is addressed
in Chapter 2.)

e To develop the effective, DL algorithms for SS and spectrum occupancy pre-
diction that take the wireless channel variations into account; (This goal is
addressed in Chapter 3.)
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e To develop an efficient FL-based SS algorithm, suitable for varying radio prop-
agation conditions; (This goal is addressed in Chapter 4.)

e To evaluate the impact of coordinated and random poisoning attacks on FL-
based SS, and to design an efficient algorithm to detect and mitigate such
attacks. (This goal is addressed in Chapter 5.)

Dissertation Outline

In Chapter 1, the author of this thesis presents an overview of the state of the
art of the ML-based SS. Firstly, the Context-Awareness (CA) notion and meaning
of CA are discussed. Then, ML methods suitable for acquiring CA and particu-
larly for SS are discussed. Next, considerations are provided for spectrum pattern
recognition and prediction methods. The survey of literature categorizes published
works under multiple aspects. This categorization is presented in the form of tables
in Appendix A. Finally, in this chapter, the CA design issues, trade-offs, challenges,
and recommendations are discussed.

Chapters 2 through 5 present the original contributions of the author of this
thesis. Each of them examines a problem of ML-based spectrum sensing and each
of them focuses on different aspects of this problem.

In Chapter 2, the author of this thesis focuses on autonomous SS. Some typical
SS methods are described, particularly the ED method, which is used as a base for
further analysis and experiments. The enhancement of ED is proposed that consists
in the application of a supervised ML algorithm, after the energy measurement and
possible detection, that takes advantage of the time and frequency dependencies
contained in the received PU signal spectrum. Moreover, the measured Energy
Values (EVs) instead of the hard ED decisions are proposed as input for the ML
step of the SS method. The proposed supervised ML algorithms are kNN and
Random Forest (RF). When based on EVs they turn out to perform better than
the standard ED and other considered supervised ML algorithms applied.

In Chapter 3, the author still considers the autonomous SS, however, DL al-
gorithms are analyzed. By examining the use of DL to enhance SS, Spectrum
Prediction (SP), and fading level estimate based on the calculation of the energy
value, this chapter builds on the analysis of classical ML methods from the previous
chapter. First, the author designed several DL-based SS and SP techniques, in-
corporating the Neural Network (NN), the Recurrent Neural Network (RNN), and
the Convolutional Neural Network (CNN). Their use and effectiveness in SS and
SP are compared, and the benefits and drawbacks are analyzed. A straightforward
baseline approach (called Primitive Algorithm (PA)) is suggested for comparing the
outcomes of SP. Out of all analyzed DL methods, CNN-based SS and SP shows the
best performance in terms of the probability of correct detection and prediction of
the spectrum occupancy and the probability of false alarm. In the second part of
this chapter, the focus is on one chosen DL method, namely CNN applied for both
SS and SP. The addition introduced is a fading level estimation at the SU receiver,
also based on the DL algorithm. The threshold of fading level is introduced to reject
decisions biased by deep fading and protect the PU transmission. This threshold is
optimized for the best performance of CNN-based SS and SP.

Chapter 4 is devoted to cooperative SS involving multiple sensors capable of ML-
based decision-making. The author proposes a new, iterative, and adaptive process
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of federated modeling, namely FL for SS. She examines how well this method
performs under different wireless channel conditions. Sensors participating in this
process collect their local data, create local CNN models, and then contribute to
the building of corporate (federated) models. One of the benefits of this method is
that only the weights of the local models are transmitted to the central FL server,
and consequently a lower volume of information traffic is required. Moreover, data
privacy is guaranteed by design. The possibility of applying this FL-based SS ap-
proach in changing radio environment conditions is also examined. As presented, the
proposed FL method has shown good performance (in terms of high probability of
detection and low probability of false alarms) and adaptability to these conditions.
Despite the fact that FL sensors (nodes) models are suited to individual mean SNR
values, the corporate models they generate are well applicable in the case of multi-
ple SNR values from a given range. Another important advantage of the proposed
method is that it enables new incoming SUs to perform intelligent sensing without
the need for extensive data collection and CNN model training. Instead, these SUs
can take advantage of earlier created FL models.

Chapter 5 expands the FL-based SS methods with additional security consid-
erations. The FL algorithms, although known for protecting the private data of
participating users, are still prone to some types of attacks that the author will
present in this chapter. The main emphasis is placed on the topic of poisoning at-
tacks, mainly label flipping attacks that can interfere with the local training process,
which in turn damages the global ML model created by FL algorithm. In this chap-
ter, the author considers a new poisoning attack algorithm that specifically targets
FL-based SS, by applying knowledge on sensed signal statistics. In addition, the
author proposes a novel method of detecting these types of attacks that is based
only on testing the similarities of the local models.

Finally, this dissertation is concluded in Chapter 6, in which the main find-
ings of the author regarding the proposed ML-based spectrum sensing methods are
summarized.

Author’s published contributions

The main contributions of this dissertation summarized above have been pub-
lished in several articles listed below.
Papers in international journals:

1. Malgorzata Wasilewska, and Hanna Bogucka, "Protection Against Poisoning
Attacks on Federated Learning-based Spectrum Sensing," accepted to IEEE
Journal on Selected Areas in Communications Special Issue on Zero Trust for
Next-Generation Networking (planned publication: second quarter of 2025).

2. Maltgorzata Wasilewska, Hanna Bogucka, and H. Vincent Poor. "Secure fed-
erated learning for cognitive radio sensing." IEFEE Communications Magazine

61.3 (2023), pp. 68-73.

3. Salim Janji, Adam Samorzewski, Malgorzata Wasilewska, and Adrian Kliks.
"On the placement and sustainability of drone FSO backhaul relays." IFEE
Wireless Communications Letters 11.8 (2022), pp. 1723-1727.
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Chapter 1

State of the Art

In the era of ubiquitous information access and pervasive communication net-
works, systems and nodes must be aware of their context of operation, utilizing
information on ambient networks, links, devices, and applications. This context
awareness will improve the efficiency of existing services and the provision of person-
alized services. For example, networks will need to be more aware of the application
requirements, Quality of Experience (QoE) and Quality of Service (QoS) metrics,
local (or more global) conditions of operation, and apply specific ways to adapt the
application flows to meet users’ needs under specific environmental conditions. The
context-based adaptations of various transmission and network parameters must
consider the device-level, user-level, link-level, network- and application-level con-
text. The context information consists of different parts and components, each
affecting the decision-making process’s steps differently. More specifically, various
parts that constitute the context are related to the following levels:

1. hardware platforms, which pose specific hardware constraints and implemen-
tation issues,

2. radio environment conditions in terms of location-specific parameters, wireless
channel quality, spectrum availability, other-users characteristics and signal
features, traffic patterns, interference levels,

3. required performance QoS parameters that can be identified in all layers of
the system protocol stack and are considered to be the basis for the evaluation
of decisions made,

4. network management policies as a set of rules used to control, among others,
the behavior of nodes, manage available resources, regulate interference to
other deployed systems, and obtain identified trade-offs.

Note that in communication system management, (1) and (4) are constraints,
(2) are changing radio-environment parameters and characteristics, and (3) are the
goals of optimization. In this thesis, the author concentrates specifically on the
radio context, i.e., on (2).

Apart from and beyond the gathering of context-information-building data,
radio-environment awareness can be enriched with reasonable overhead by using
suitable ML: methods and AI embedded in communication networks, either at the
network edge or in a central entity, or a dedicated subsystem. In this chapter, such
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ML /AT methods are surveyed, and their suitability for particular radio-environment
contexts and applications is discussed.

This chapter is organized as follows. In Section 1.1, CA is precisely defined,
and its significance and main limitations are explained. The context information
life cycle and various domains for context information gathering are also explained.
In Section 1.2, ML methods suitable for acquiring CA are shortly discussed. The
state of the art in ML algorithms applied for SS, both autonomous and coopera-
tive SS is presented in Section 1.3. This is followed by the considerations on the
spectrum pattern recognition and prediction methods in Section 1.4 that are based
on specific time-, frequency-, and space dependencies in the spectrum occupation.
Finally, in Section 1.5 discusses the CA design issues, trade-offs, challenges and
recommendations, while Section 1.6 summarizes this chapter.

1.1 The Significance of Context Awareness in
Wireless Communications

CA, being a basis for pervasive computing for more than thirty years [181, 126],
has recently been considered an up-and-coming yet challenging concept in the do-
main of wireless communications [117, 96, 207]. Although the algorithms applied
in contemporary wireless systems try to adjust the transmission profile to varying
channel conditions (such as adaptive bit and power loading [182, 55, 97, 17|, ad-
vanced modulation schemes [192, 25], already standardized Modulation and Coding
Scheme (MCS) [10, 81], close- or open-loop power control |75, 136]), the applica-
tion of AI/ML toolboxes fosters the implementation of situation-aware communi-
cation systems. The possibility of collecting vast and rich information about the
surrounding (radio) environment delineates new communications paradigms, where
user-centered transmission is adjusted to the current communication context. Prac-
tically, the data may be collected from dedicated sensors or directly from end-user
terminals (as it is done currently in, e.g., minimization of drive test schemes in
cellular networks [131]), applying the concept of crowd-sensing or crowd-sourcing
[86, 95|. Access to the gathered data allows us to construct the context of the
considered scenario, which can be further used to adjust the communication link
and network profile. However, as the amount of gathered data increases (due to a
high number of data sources, increased frequency of data collection, or increased
amount of observed data per single read), context-aware communications have to
deal with problems typical for big data processing [186, 35, 22, 28]. Clearly, the lack
of efficient big-data processing makes the collected information useless. Raw data,
generated directly by sensors, must be processed, managed, checked for consistency,
and complemented to create the complete context information.

1.1.1 Radio Communication Awareness

Various definitions of the term context can be found in the literature. The
Merriam-Webster’s Dictionary provides a general definition of it - a context refers
to "the interrelated conditions in which something exists or occurs: environment,
settings" |2]. Similarly, the historically significant definitions related to computing
and communications, such as in [145, 24|, define the term contezt in a specific
situation or refer to some certain use case. In particular, the authors of [145] describe
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context as specific locations, identities of close objects and creatures, and changes
to them. However, in a broader sense, context can be specified operationally as
proposed in [44], and for the sake of clarity, the quote of this definition is cited
verbatim below:

"Context is any information that can be used to characterize the situation of
entities (i.e., whether a person, place, or object) that are considered relevant to the
interaction between a user and an application, including the user and the application
themselves. Context is typically the location, identity, and state of people, groups,
and computational and physical objects" [44].

Finally, in [6], context is presented as a set of interrelated events between which
logical and timing relations can be identified. The events are classified into discrete
(such as starting a call) and continuous (executing the call). Assuming a set of
interrelated events specifying a given context, the logical relations are defined as
the Boolean formula of the appearance of these individual events. For example,
context is said to be a unit context when all constituent events must be understood
as true.

Given the above discussion, it is worth analyzing the meaning of context aware-
ness for completeness. One may say that a system or algorithm will be aware of
an existing context if it uses the context (and all related data) to provide detailed
information to the end-user. In this sense, a context-aware wireless system will sup-
port various features and possess specific attributes, such as the ability to observe
the surrounding environment, sense it, perform data acquisition and processing, and
finally react.

The terms "context" and CA should be adjusted accordingly regarding radio
communications. In particular, radio communication context will be a set of in-
formation and data that characterize the communication-related situation of the
network or the entire wireless system. Thus, radio communication context will be
constituted by such descriptors as geographical location, identity and state of wire-
less nodes (persons or things, base stations, transmission points, etc.), status of
wireless channels, transmission requirements, and system performance. Again, the
radio context may also be presented as a set of interrelated events describing the
functioning of the wireless transceivers and the whole network. Thus, radio commu-
nication context awareness will be the ability (of a device, a network, or a system of
networks) to observe the surrounding radio and geographical environment, sense it,
perform data acquisition and processing, and react accordingly. It is evident that the
ability to be radio-communication context-aware is an inherent feature of the cogni-
tive radio and cognitive networks [116]. Access to rich context information about the
surrounding radio environment leverages the application of more tailored communi-
cation schemes. Contemporary wireless communication systems utilize such data to
some extent. One may think of adapting transmit power (through so-called open or
close control loops) or selecting the best modulation-and-coding scheme depending
on the instantaneous channel conditions. However, more advanced strategies have
been considered in the context of cognitive radio and cross-layer cooperation, i.e.,
where advanced information exchange across the protocol stack has been proposed
[83, 150, 141].

It is possible to define various kinds of radio context information. First, follow-
ing [126], it may be divided into two fundamental classes - primary and secondary.
As the former is defined as the set of information retrieved without any data fusion
operation (one may think of directly accessible information such as received signal



10 State of the Art

strength), the latter refers to any information that can be derived based on the
primary context data (such as the location of a user computed based on any trian-
gulation scheme). Furthermore, various smaller classes of radio context information
can be specified, i.e., location, time, identity, and activity information. Regardless
of the exact classification of context data, it is worth summarizing the examples of
radio context information available in contemporary wireless systems (mainly cellu-
lar networks, but also wireless local and personal area networks). They are typically
used for describing the observed or predicted signal quality, assessing the measured
signal power, defining the best method of adaptive signal processing, or just describ-
ing the generic system setup. These are presented in Tab. 1.1. One must notice
that this table is incomplete, and many other parameters can be specified. However,
considering them jointly, and particularly with association to a specific location and
time, detailed context awareness can be achieved by contemporary systems. At the
same time, further exploration and processing of various types of information may
increase overall CA and, consequently, lead to better exploitation of available re-
sources at the expense of data processing (hardware resources and related energy
consumption). The author believes that AI/ML are excellent tools for exploiting
acquired data, extracting useful information contained in these data, and enriching
the context awareness of a considered system.



TABLE 1.1: Examples of radio context information utilized in various contemporary wireless networks

Name Description Class Similar Descriptors
ARP - Allocation and Re- | Specifies relative importance compared to other | Secondary QCI (QoS Class Identifier), GBR (Guaranteed Bit Rate),
tention Priority bearers for the allocation and retention of a new MBR (Maximum Bit Rate), AMBR (Aggregate Maximum
bearer Bit Rate), AC (Access Categories)
ARFCN - Absolute radio- | Allows for the identification of the communication | Secondary 5G NR ARFCN (variant for New Radio), EARFCN (E-
frequency channel number | channel number and center frequency UTRA Absolute Radio Frequency Channel Number), UAR-
FCN (UTRA Absolute Radio Frequency Channel Number),
CQI - Channel Quality In- | Indicates the quality of the wireless channel Secondary CSI (Channel State Information)
dicator
CSO (Cell Selection Off- | Defined in various ways, used for cell range extension | Primary celllndividualOffset, g-offsetCell
set) in heterogeneous networks
MCS - Modulation and | Specifies used modulation and coding configuration | Secondary MCS (Modulation and Coding Set - in IEEE 802.11 net-
Coding Scheme works)
RI - Rank Indicator Indicates the number of layers and signal streams | Secondary PMI (Precoding Matrix Index), CQI (Channel Quality In-
transmitted in the downlink (LTE) dicator)
RSS - Receives Signal | Measured power of the received signal Primary RSST (Received Signal Strength Indicator), RSRP (Refer-
Strength ence Signal Receive Power), RSRQ (Reference Signal Re-
ceived Quality), RCPI (Received Channel Power Indicator),
Signal Strength, SS-RSRP( Synchronization Signal RSRP),
OSTP (OFDM Symbol Transmit Power), RX (Received
Power, e.g. in Bluetooth) etc.
SNR - Signal to Nosie Ra- | Describes the ratio between the power of the wanted | Primary SINR (Singal-to-Interference-plus-Noise Ratio)
tio signal within certain band and the noise power ob-
served in this band
QCI - QoS Class Identifier | Defines the quality of packet communication pro- | Secondary 5QI (5G QoS Identifier)
vided by cellular networks (LTE)
Generic physical parame- | Fundamental information such as center frequency, | Any Various modifications of these parameters

ters defining system

bandwidth, start and stop frequency, maximum al-
lowed power

T
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1.1.2 Context Information Life Cycle

It is essential to note that context awareness may have various time scales. Some
data will be valid for a short period, whereas others will represent long-term trends.
This phenomenon is often referred to as information aging [84|, and recently, the
age-of-information metric has been considered a tool for measuring the applicability
of specific data while stating their validity. However, the age-of-information entails
updating such data, creating a so-called context life cycle [126]. In computer science,
two main terms are typically discussed: data life cycle management and information
life cycle management. In the case of radio communication awareness, such a life
cycle may define how radio data passes from one stage to another. In contrast, a
stage represents the validity of the data and its aging. For example, four life cycle
stages can be identified: radio context acquisition - modeling - reasoning - dissemi-
nation, as presented in, e.g., [126]. Another approach is to identify these phases as
data collection - classification - processing and storage - sharing and dissemination,
as presented in Fig. 1.1. However, much more advanced schemes are possible. For
example, [61] proposed a more advanced scheme, where such phases as data col-
lection, classification, handling and storage, release, and backup are identified, as
graphically presented in Fig. 1.1. In any way, there is a need to update the collected
information (permanently, periodically, or on request). As the author discusses fur-
ther in this chapter, the data collection and processing process for increasing local
and global context awareness in an advanced wireless communication system should
be steered by appropriate AI/ML tools.

Sharing and
dissemination

“ Collection

Processing
and storage

‘ | Classfication

FIGURE 1.1: Generic cycle for radio context information management

1.1.3 Various Domains for Context Information Gathering

Table 1.1 gathers commonly used metrics or parameters for defining the instan-
taneous radio communication context. They may be broadly classified as informa-
tion related to power management (such as Received Signal Strength (RSS), SNR),
channel quality measurements (such as Channel Quality Indicator (CQI), Channel
State Information (CSI)), network configuration (such as Absolute Radio Frequency
Channel Number (ARFCN)), selected signal processing schemes (such as Rank In-
dicator (RI) or MCS) or traffic characterization (e.g., Maximum Bit Rate (MBR),
Quality of Service Class Identifier (QCI)). However, as mentioned above, the list is
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incomplete, and the number of parameters used in contemporary wireless networks
is continuously growing. From the point of view of creating rich radio context in-
formation, it is worth investigating new domains of network functioning, which can
be used for context information gathering and enrichment.

First, following the findings made in the cognitive radio domain, information
about other transmissions can be gained through single-node or cooperative SS.
Although the ultimate aim of traditional SS is to detect the presence or absence
of primary users (i.e., the users of wireless systems licensed to occupy a specific
frequency band at a particular location and time), this scheme can be extended to
the detection of any existing transmission in the vicinity or even more - to detect
specific features of these transmissions (such for example the type of signal, applied
modulation scheme). The SS process may be realized by each device independently
or cooperatively between communication-network nodes, and it may also be as-
sumed that dedicated sensing nodes (deployed and devoted only for this purpose)
are applied to improve data collection. Consequently, rich radio-context information
may be inferred using various techniques for prospective big-data processing. SS is
then one of the essential new domains of radio context exploration that could be
inherently integrated into future wireless networks. Sec. 1.3 contains an analysis of
critical findings in applying AI/ML tools for data gathering through SS.

Besides detecting the presence or absence of other ongoing transmissions, there
is a possibility of enriching context information by recognizing various signal fea-
tures. These signal features could include modulation recognition (e.g., if it is a
single carrier or multi-carrier) or identification of types of signals (if it is, e.g., a
signal of a 3G, 4G, or 5G network or another type of a distinctive local or wider
area network). Exploiting such context information may serve multiple communica-
tion tasks, e.g., being able to transmit using OFDM (orthogonal-frequency division
multiplexing) subcarriers orthogonal to the detected ones or spread-spectrum tech-
niques not affecting the detected narrow-band signal with a detected modulation
type.

Radio context information is highly dependent on (geographical) localization.
Thus, the incorporation of user localization techniques is of paramount importance
in wireless communication systems. As in the previous cases of discussed context
information domains, AI/ML tools can also be applied here to improve user local-
ization.

Finally, utilizing available radio resources (among others, time-frequency chunks
and allowable power) may be improved when the transmission patterns of other
existing transmissions are known. These can be used to specify the types of other
parallel signals and, consequently, better adjust planned transmission to such a radio
communication context. The above-identified domains are graphically presented in
Fig. 1.2.

One should observe that the increased amount of collected context information
from new domains increases the overall processing complexity of system manage-
ment (see Fig. 1.3). On the one hand, the richer the radio context information, the
better the adjustments to the system setup; on the other hand, there is a signifi-
cant increase in the complexity of such a system. Thus, there is a need, first, for
accurate acquisition of the context information and second, for advanced (big) data
processing. In both cases, applying AI/ML tools may provide reliable solutions.

Furthermore, as the network density increases by introducing mmWave picocells
and femtocells, the problem of determining which Radio Access Technologies (RAT)
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FIGURE 1.2: Enrichment of radio context information by adding new context in-
formation domains (Figure source: [180])
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Complexity of system managemen.t
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FIGURE 1.3: Improved radio context information leads to increased complexity of
system management (Figure source: [180])
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a user should use for cell discovery at a given time becomes more complex. New
methods are proposed, such as based on the Context-Aware Radio Access Tech-
nology (CRAT) [58]. A mathematical model of CRAT, considering the user and
network context, is derived, adopting an analytical hierarchical process for weight-
ing the importance of the selection criteria and Technique for Order of Preference
by Similarity to Ideal Solution |72] for ranking the available RATs. The simula-
tion shows that this approach outperforms the conventional A2A4-RSRQ approach,
used in Long Term Evolution (LTE), regarding the number of handovers, average
network delay, throughput, and packet delivery ratio by 20-100 %.

1.2 Machine Learning Methods for Context
Awareness

As mentioned in the previous section, ML methods are crucial in context in-
formation gathering and utilization. Below, the author outlines the basics of these
methods and their application to build and enrich context awareness in radio com-
munication systems. The possible applications of different methods for context
awareness are displayed in Table 1.2.

Machine learning methods can be broadly organized into supervised, unsuper-
vised, and reinforcement. Figure 1.4 shows a schematic grouping of various machine
learning methods.

[ Machine Learning ]

Methods
Supervised Unsupervised Reinforcement
Learning Learning Learning
{ ¢ ' a * N f ¢ ' a ¢ N\
K-Nearest ; K-Means .
Neighbors Naive Bayes Clustering PCA )l Q-Learning
\ J \ J \ J \ J
a v ' a v N f v N a v N\
. . Support Self- Gaussian
D?}_‘;;':n Vector Organizing Mixture mgtt::g(rjs
L J |\ Machines | Maps | | Model )

Neural
Networks
Y L 4
[ CNN ] [ LSTM ]

FIGURE 1.4: Most popular machine learning methods used in communication net-
works.
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TABLE 1.2: Application of ML methods for Context Awareness

Category | Method Examples of applications
K-nearest Single node spectrum sensing [177], cooperative
neighbors spectrum sensing [115, 161, 147], modulation recog-
. nition using feature set based on higher-order statis-
Supervised . . ..
learning ' tl'CS [3], indoor user locahzfatlon [7]
Naive Bayes | Single node spectrum sensing [165]
Decision Modulation recognition [185, 156]
Trees
Support Single node spectrum sensing [74|, cooperative spec-
vector trum sensing [103, 71], cooperative decision scheme
machines for spectrum sensing in vehicular communication
environment [29], user classification [157]
Neural Net- | Single node spectrum sensing [162], modulation
works recognition [36], multi-carrier modulation recogni-
tion [92]
Neural Single node spectrum sensing [123|, combining sens-
Networks: ing results in cooperative spectrum sensing [8§],
CNN modulation recognition [206], traffic pattern recog-
nition [26]
Neural Prediction of channel state [195], modulation recog-
Networks: nition [202], prediction of PU’s next spectrum state
LSTM [197]
Unsupervised K-means Single node spectrum sensing [199|, cooperative
learning clustering spectrum sensing [103]
PCA Modulation recognition [132], multi-carrier modu-
lation recognition [46]
Reinforcement Q-learning Learning spectrum sensing policy [21], cooperative
learning and others | sensing [101]

1.2.1 Supervised Learning

In supervised learning, a predictive model is constructed using the training data
of inputs and corresponding output values. The goal of the model is to minimize
the difference between the model output and the actual values. There are many
supervised learning methods, which are shortly outlined below.

K-Nearest Neighbors

kNN is a non-linear method where the predicted output is the average of the
values of k nearest neighbors of the input. The Euclidean distance is commonly
used for the distance metric in the input space. The kNN models are easy to
interpret, fast in training, and have a small number of parameters to tune. However,
the accuracy of prediction is generally limited. In the domain of radio context
awareness, the kNN method has been employed, among other things, for SS [115,
161, 147]. However, the limited accuracy means that kNN is most useful in resource-
constrained environments.
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Naive Bayes

Naive Bayes (NB) method is based on the Bayes theorem for calculating proba-
bilities using prior probabilities. A Naive Bayes classifier assumes that all features
are conditionally independent. It requires a small amount of training data and is
recommended when the dimensionality of the input is high.

Decision Tree

Decision Tree (DT) is a flow-chart model in which each internal node represents
a test on an attribute. Each leaf node represents a response, and a branch represents
the outcome of the test. DT have parameters such as desired depth and the number
of leaves in the tree. They do not require any prior knowledge of data and are
robust against outliers or label noise in data [54]. The complexity-cost of using a
tree is logarithmic in the number of data points provided for training. Decision
trees may be biased if some classes dominate the training dataset. Therefore, a
balanced dataset is required before fitting. Unlike other methods, decision trees can
process categorical and numerical data even without data normalization. Decision
trees have been applied for SS [154].

Support Vector Machine

Support Vector Machine (SVM) uses training data to develop a hyperplane that
separates classes with the most significant margin. The sample points that form
the margin are called support vectors and establish the final model. When a good
linear separator cannot be found, kernel techniques project data points into a higher
dimensional space where they can become linearly separable. Thus, choosing kernel
parameters is crucial for obtaining good results. This method generally shows high
prediction accuracy and can behave well with non-linear problems when using appro-
priate kernel methods. An exhaustive search must be conducted on the parameter
space, thus complicating the task. Since the optimal problem solution by SVMs
is convex, SVMs deliver a unique solution, unlike Neural Networks, which provide
multiple solutions associated with local minima. SVMs may provide high perfor-
mance for minor problems. However, their computation and storage requirements
increase rapidly with the number of training vectors. SVMs are not scale invariant.
Therefore, the data need to be re-scaled before being fed as input into SVM. An
SVM classifier can be used for SS and decision-making [74, 103, 71, 29, 157].

Artificial Neural Networks

An artificial NN is a statistical learning model consisting of interconnected nodes,
also called neurons [57]. A neuron gets information from all neighboring neurons and
gives an output depending on its activation functions. Adaptive weights represent
the connection strengths between neurons. During the learning process, the weights
are adjusted until the network output is approximately equal to the desired output.

As a particular type of NN, CNN uses convolution operations with a set of
kernels (filters) instead of employing total connections between layers of neurons [57].
Since convolution operations are invariant in translation, CNNs help analyze spatial
data. Another type of NN, RNN, is designed for modeling sequential data, where
sequential correlations exist between samples. RNN uses recurrent connections from
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a neuron in one layer to neurons in previous layers. In training a traditional RNN,
vanishing or exploding gradient problems frequently occur, making them hard to
train. The Long Short-Term Memory (LSTM) is a particular kind of RNN that
mitigates these issues by introducing a set of gates [51].

The connection pattern between different layers of neurons, the learning pro-
cess for updating the weights of interconnections, and the activation function that
converts a neuron’s weighted input to its output activation are the most critical
parameters to be trained. Neural networks may face slow training depending on the
network size. They provide multiple solutions associated with local minima and, for
this reason, may not be robust over different samples. NN can be used at the SU ’s
end in SS and adapting radio parameters in cognitive radio [162, 36, 92.

1.2.2 Unsupervised Learning

In unsupervised learning, only unlabeled data is provided, and the goal of a
model is to find a pattern in data. The most common applications of unsupervised
learning methods are clustering, dimensionality reduction, and anomaly detection.

Clustering

Clustering aims to identify data groups and build a representation of the input.
Clustering methods can be classified as non-overlapping, hierarchical, and overlap-
ping. Among non-overlapping methods, K-means clustering and Self-Organizing
Map (SOM)s are most popular. K-means clustering aims to partition observations
into clusters so that each observation belongs to a cluster with the nearest mean and
within-cluster variance is minimized. The k-means applications for context aware-
ness improvement mainly perform sensing [199, 103]. The most common algorithm
uses an iterative refinement technique: k clusters are created by associating every
observation with the nearest mean, and then the centroid of each of the k clusters
becomes the new mean. In SOM, unlabeled data are fed into a neural network to
produce a low-dimensional, discretized representation of the input space of training
samples, called a map. In overlapping clustering, an observation can exist simul-
taneously in multiple clusters. Gaussian mixture models belong to this class of
methods as well.

Dimensionality Reduction Algorithms

Dimensionality reduction methods produce lower-dimensional models of high-
dimensional datasets. Principal Component Analysis (PCA) achieves this by cre-
ating new combinations of features, which project data onto a lower dimensional
subspace by identifying correlated features in data distribution. The principal com-
ponents (PCs) with the most significant variance are retained, and all others are
discarded to preserve maximum information and retain minimal redundancy. PCA
can be useful in modulation recognition [132, 46].

1.2.3 Reinforcement Learning

The purpose of Reinforcement Learning (RL) is to learn an optimal (or sub-
optimal) policy maximizing the so-called reward function based on the observed
immediate rewards through dedicated agents. The RL may be model-based (where
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the dedicated model is generated) or model-free [160]. A basic reinforcement learning
model consists of environment states, possible actions, rules for transition between
states, rewards of transitions, and rules for observation. The learner, called an agent,
interacts continuously with the environment by selecting actions. The environment
changes by responding to these actions, and the agent receives numerical rewards as
the environment responds. In RL, the agent tries to maximize rewards over time.
Learning can be centralized in a single agent or distributed across multiple agents.
Reinforcement learning is useful in sequential decision and control problems where
it is impossible to provide explicit supervision, and only a reward function can be
given. Using RL, each SU can sense the spectrum, perceive its current transmission
parameters, and take necessary actions when a PU appears.

Q-Learning

There are many RL algorithms, and the review of all of them is out of the scope
of this thesis. One of the popular methods is Q-learning, for example, used for
discovering the optimal spectrum sensing policy [21] or interference control [49]. In
Q-learning, the algorithm computes the expected rewards () of an action taken in
a given state, independent of the policy being followed [160]. Then, the next action
is chosen using a policy derived from value @), and the observed rewards are used to
update () with the weighted average of the old value and new information.

Supervised learning algorithms are the most developed of all machine learning
methods and are most frequently used in ML applications for radio-context aware-
ness considered in the literature. For example, supervised learning can be applied
in SS and user classification. A possible drawback of supervised learning is the re-
quirement for labeled data, which can be time-consuming to acquire. Unsupervised
learning, employed less commonly than supervised learning, automatically finds
patterns in large data. Reinforcement learning is primarily suitable for complex
network-control problems.

1.3 Machine Learning for Spectrum Sensing

While discussing context awareness and the process of collecting information
about the environment, a natural and logical association could be made with the
contributions in the CR domain. In general, CR and Cognitive Radio Network
(CRN)s are assumed to follow the well-known cognitive cycle to optimize a network’s
overall functioning and improve its performance. Within this cycle, CR and CRN
tend to observe the environment, learn, and perform decisions based on collected
data. It is evident that observation of the environment, also through SS or access
to some databases, is a rudimentary requirement of the CR technology [116, 62]. As
CR has been investigated for over two decades, the author starts analyzing Al-based
context awareness by reviewing recent findings in this domain.

SS is, in principle, the process of observing a given spectrum portion and making
a decision about the presence/absence of a licensed signal in the observed band at the
given location. In the last twenty years in the literature, many schemes have been
proposed for efficient SS. These methods may be blind or use some apriori knowledge
about PU signals and noise variance [128, 198|. Well-known representatives of the
first group of SS algorithms are eigenvalue-based detection, higher-order-statistics-
based detection, or a solution focusing on the symmetry property of the cyclic
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autocorrelation function. Next, the well-known semi-blind technique requiring just
the knowledge of noise variance is energy detection, i.e., a simple scheme yet highly
inaccurate in low SNR regions. On the other hand, a classic non-blind method is
matched-filtering [140].

Irrespective of the selected SS technique, a sensing entity can make correct or
incorrect SS decisions, and the spectrum band can be occupied or vacant, resulting in
four cases constituting a well-known confusion matrix. When a node detects a signal
and it is indeed present, one refers to the probability of detection Py. In the case of
signal absence and correct decision, the correct-negative scheme is considered. Next,
two types of errors are known - false positive described by the probability of false
alarm P, (the probability that the signal is absent but it is decided to be present),
and false negative measured typically as the probability of misdetection P4 (signal
is present but it is not detected). The decision process based on these estimated
probabilities is referred to as the double-hypothesis statistic test [39]. Typically, the
performance of any receiver is expressed through the so-called receiver operating
characteristics (ROC), which is the plot of a true positive rate (TPR) (which is the
estimation of P,) against a false positive rate (FPR) (which is the estimation of P,)
for various test-function threshold settings. The area under the Receiver Operating
Characteristic (ROC) curve is widely used for sensing performance evaluation and
is denoted as AUROC, i.e., the area under the receiver operating characteristics.

ML is becoming increasingly popular for improving or even replacing traditional
SS methods. The use of artificial intelligence algorithms in spectrum sensing allows
for not only deciding on the PU’s transmission state [89, 74, 166, 195, 194, 4] but also
enables the estimation of the number or localization of active PUs [70, 200, 9, 188|.
ML can also be useful in SS with feature recognition, which can be used in PU and
SU signal differentiation [157] or PU behavior recognition. Since the best chance
to find an idle spectrum band is to search in a wide frequency range, ML has also
been applied for wideband sensing in sparse signals [203, 158, 79, 120, 76, 34] which
is another utilization of ML in SS. Also, as an indirect way of using ML for SS, one
can distinguish applying ML algorithms for SS threshold adaptation and also using
ML in the Fusion Center (FC) in Cooperative Sensing as a decision method instead
of typical OR, AND or majority rules [31, 118, 107, 91, 163, 103]. Last, ML can be
used for future channel state prediction based on SS data. However, in this thesis,
the author splits the discussion into two dominant categories: A. Single node sensing
enhancements and B. Cooperative sensing improvements, including advanced data
fusion techniques. Within each part, the analysis of the existing solutions is arranged
from two perspectives: the pure sensing process and the resultant decision-making.

1.3.1 Single Node Sensing Improvement

Various AI/ML techniques have been proposed to improve single-node SS, focus-
ing on specific aspects of this procedure. A comprehensive comparison of numerous
techniques has been presented in [89]. The authors have verified the performance
of 13 detection methods (including 11 ML methods) for SPN-43 radar detection.
Actual radar transmission data in the form of spectrograms were used as input
data for ML. Three classical ML algorithms have been chosen, namely SVM, kNN,
and a Gaussian Mixture Model (GMM). The remaining eight applied ML algo-
rithms are deep learning methods, and more specifically CNN methods: VGG-16,
VGG-19, ResNet-18, ResNet-50, the Inception-V1 network, DenseNet-121, and two
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algorithms designed by the authors; one CNN algorithm, and LSTM. All ML al-
gorithm performances were compared with classical SS methods: energy detection
and sweep-integrated energy detection. ROC curves have been drawn to compare
the performance of the used algorithms, and the speed of algorithms performances
has been compared. The authors claimed that based on the evaluations of real-
world data, the superiority of ML-based detection was proved when compared to
the energy-based scheme.

A similar comparison of the performance of ML-based solutions and traditional
SS schemes has been presented in [166]. The authors raise an essential question:
when is it better to use ML techniques, and when is it more beneficial to rely on
classical statistical signal processing methods? ML and signal processing methods
were proposed for multiple transmitter detection and automatic modulation clas-
sification to investigate this issue. Two ML algorithms were proposed for multiple
transmitter transmission detection: TxMiner based on a Rayleigh-Gaussian mixture
model and a Log-Rayleigh mixture model. Both algorithms’ performances have been
compared with the signal processing method: multiple hypothesis testing based on
normalized threshold binning. One ML algorithm, namely kNN, and one signal
processing method (maximum likelihood) have been used for automatic modulation
classification. However, the authors claimed a significant trade-off between accu-
racy and computation/implementation complexity exists. In particular, it has been
shown that ML-based solutions offer better accuracy at the expense of significantly
higher complexity.

Application of classifiers

As SS may easily be represented as a classification, various Al-based classification
tools have been considered in numerous papers. For example, in [74], the SVM
algorithm has been proposed to classify spectrum into free or occupied classes.
The category of the free spectrum is further classified into a few subcategories that
indicate what power SU can use to transmit. This approach is supposed to minimize
the interference level in the case of misdetection. Other papers that consider the
application of SVM-based solutions for single node SS are, e.g.,[63, 42, 144]. Also,
[190] applies SVM to achieve better sensing performance while combining it with
genetic algorithms and self-organizing maps. In [16], eigenvalue-based spectrum
sensing with SVM in a multi-antenna cognitive radio was investigated. It has been
further evaluated in [13], where SVM has been adopted for temporal, as well as
joint spatiotemporal sensing, together with beamformer-aided feature extraction for
enhancing the capability of SVM. The method allows for determining the number
of active PUs and their locations in the network during the sensing interval. Least
square regression, SVM, and manifold learning have been applied to classify features
extracted by the energy detector, waveform-based sensing, and cyclostationarity-
based sensing in [102].

Zhang et al. in [199] proposed a machine learning-based SS framework for a
scenario where PU operates on multiple transmit power levels. The method does not
require prior information on PU or the environment. Before sensing, SU undergoes
a learning phase, where K-means clustering is applied to discover PU’s transmission
patterns and statistics. Then, SVM is implemented to train SU to distinguish
PU’s status based on energy feature vectors. A similar approach is proposed in
[189] for SS using a sample covariance matrix of the received signal vector from
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multiple antennas. K-means clustering is performed to discover the primary user’s
transmission patterns, and afterward, a decision is made using SVM. The feature
vector used in learning is extracted from the covariance matrix. It consists of the
maximum and minimum eigenvalues ratio and the ratio between the absolute sum
of all matrix elements and diagonal elements.

In [154], the authors applied several ML methods for SS to data from the Global
System for Mobile Communications (GSM) 850 MHz band on one day in March
2016. Records of the power of a radio channel have been obtained in 290 ms intervals
throughout 15h per day. kNN, SVM, Logistic Regression (LR), and DT classifiers
have been investigated. The best results were obtained using the DT classifier.
However, SVM, kNN, and LR classifiers took much less time than the DT.

Although sub-Nyquist SS in the narrowband case was researched in [120], the
authors claim the proposed algorithm could also be used in wideband after some
modifications. The algorithm uses a low sampling rate and a learned dictionary
to recover the sampled signal. In the end, ML classifiers were used to enhance
detection. Two ML algorithms are tested: SVM and deep NN. As feature vectors,
absolute gradients are used. The ML algorithm significantly improved detection
performance, which is shown using the probability of detection and false alarm for
different SNR values. The algorithm has also been tested using lab measurements.

Finally, the Kalman filter-based channel estimation technique for tracking a tem-
porally correlated slow-fading channel is worth mentioning, as presented in [14]. This
technique adapts parametric classifiers to changing channel conditions. Moreover,
[165] proposed SS in an OFDM system using an NB classifier. A class reduction-
assisted NB method was used to train the model and reduce spectrum sensing
time. The method has been tested using a second-generation terrestrial digital video
broadcasting (DVB-T2) system simulation. It has been shown that compared with
non-ML methods, the proposed method achieves higher spectrum sensing accuracy,
particularly in critical areas of low SNRs.

Application of neural networks

Another big class of AI tools applied for SS are NN-based solutions. In [162],
NN has been applied to predict the state of a radio channel using the results of
energy detection and cyclic spectrum feature detection as input of the network.
This approach improved the detection of PU at low SNR. NN was also proposed in
[172] whereas input features, energy (from energy detection and Likelihood Ratio
Test statistic) was used. The method has been shown to outperform the classical
energy detection method.

In [123], the authors employed CNN for SS in design, experimental assessment,
and Software-Defined Radio (SDR) implementation of the SU link. One-dimensional
acCNN has also been applied for SS in [60]. As an input to CNN, a matrix com-
posed of energy and cyclic spectrum features has been used; similar features have
been employed in [162], where a Back Propagation Neural Network (BPNN) has
been applied. Simulations show that the proposed algorithm has a higher detec-
tion probability than cyclostationary feature detection. Also, in [201], the authors
proposed a method based on CNN for SS of the Orthogonal Frequency-Division
Multiplexing (OFDM) signal. According to this method, a covariance matrix is
normalized and transformed into a gray-level representation, which is classified us-
ing CNN. Simulation experiments were performed to examine the effectiveness of
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the algorithm. In the simulation platform, the transmitter uses packaged OFDM
signal frame data based on the 802.11a protocol, and the data stream is subject to
Rayleigh fading and Gaussian white noise. It has been shown that the algorithm
performs well in low SNR environments and can be rapidly trained.

Next, a mixture of CNN and LSTM was considered in [191], where a DL model
for SS was investigated. The dataset for the experiments in this paper was ob-
tained from a radio frequency signal sampled from digital radio. The experiments
have shown that for in-band SNR in the range from —9dB to —5dB, the proposed
model can achieve a 25 — 38% performance improvement over the energy detection
method. This performance improvement does not require the introduction of any
prior information on the signal of interest.

Finally, various papers investigated the usage of autoencoders. The so-called
autoencoder-based SS has been proposed in [188], and the stacked autoencoder-
based SS method with time-frequency domain signals has been used to detect the
activity states of PU in OFDM signals. The methods allowed the authors to de-
tect PU activity solely based on the received signals and proved robust to noise
uncertainty, timing delay, and carrier frequency offset.

Application of Q-learning

Another big Al class of solutions proposed for signal detection was Q-learning
and Gaussian mixtures. In particular, in [49]|, real-time multi-agent RL, known as
decentralized Q-learning, has been proposed to manage the aggregated interference
generated by multiple SUs. Similarly, in [21], a reinforcement learning algorithm
that allows each autonomous SU to learn its own SS policy distributively has been
developed, assuming that PU channel occupancy follows a Markovian evolution
(mainly, a Q-learning algorithm with a decentralized, partially observable Markov
decision process).

Prediction of the spectrum occupancy

Al tools are widely used for future prediction, and this application has also been
evaluated in the context of SS and prospective spectrum occupancy identification.
The prediction of signal presence exploits the temporal correlation of the collected
historical signal. This approach can be very beneficial in terms of time and energy
consumption.

In particular, in [195], the application of LSTM for spectrum state prediction
was considered. Two spectrum datasets collected by measurements were used as
input data for experiments: GSM1800 downlink and satellite signals. The temporal
correlation of collected data was utilized to make a future spectrum state prediction.
The Taguchi method has been introduced to determine the network’s architecture.
Next, in [194], an LSTM network was used to predict future channel state. As the
signal was to be detected, a frequency hopping signal was used. As historical data
was used to predict the future spectrum state, SS results for a specific frequency and
timeslot were used. The authors in [4] employed two NN algorithms for spectrum
occupancy prediction, mainly the multilayer perceptron and RNN, and also two
SVM algorithms: SVM with Linear Kernel and SVM with Gaussian Kernel. Also,
three different network traffic models were analyzed: Poisson, interrupted Poisson,
and self-similar traffic.
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Other Al tools

The variety of existing Al tools is very high and can be classified in various
ways. Thus, this section shows a small glimpse of other AI tools that have not been
assigned to the previous key groups. For example, in [200], the proposed method
to improve SS performance for low SNR is a modified cyclostationarity feature
detection algorithm based on softmax regression. As ML features, characteristic
cyclic values are extracted from the spectrum when the signal is present and not.
The softmax regression is trained using this feature dataset. The Hidden Markov
model has also been considered in [37], where an algorithm for estimating channel
parameters based on expectation maximization is proposed. Similarly, the authors
in [109] investigated an expectation maximization-based SS algorithm. The number
of active users in a given frequency band, the power received from each user, the
occupied time slots, and the noise floor were estimated. The received estimated
power was modeled as a Gaussian mixture; the Gaussian with the lowest mean is
associated with the noise floor and used to estimate an adaptive threshold. The
method has been validated in a Wi-Fi experimental setup, where real-world data
have been acquired with a SDR.

To better classify various single-node spectrum sensing algorithms, a Tab. A.1
was dedicated, which concludes all ML for SS improvement papers.

Observed trends

Based on the analysis of Tab. A.1, one can conclude that the ultimate goal of
applying AI/ML tools for single-node spectrum sensing is to improve the accuracy
of PU detection. Numerous approaches have been considered, spreading all classes
of AT/ML algorithms: supervised, unsupervised, and reinforced. However, from the
gained context information, other aspects of the observed spectrum can be iden-
tified besides the accurate knowledge of PU presence. For example, by applying
advanced ML methods, the knowledge of the PU traffic pattern or types of signal
classes (in terms of detected modulation type, prospective SNR, etc.) can be ob-
tained. Moreover, reliable prediction of PU behavior can also be guaranteed. Thus,
the application of AI/ML tools not only improves the performance of single-node
spectrum sensing but can also be the source of some additional context information.

1.3.2 Cooperative Spectrum Sensing Improvements

In Cooperative Spectrum Sensing (CSS), the final decision on the global state
of the spectrum is made in an Fusion Center (FC), which collects data from collab-
orating SUs present in the network. In general, SU nodes may either deliver raw
sensed data (e.g., the value of measured energy) or some local decisions, and the
role of FC is to process the delivered data to make reliable decisions. In the final
step, the decision on spectrum occupancy may be sent back to the interested SUs.
In such an approach, the decision-making process is more robust against the nega-
tive impact of a wireless channel on the sensing process. Traditionally, an FC uses
AND, OR, or k-over-n rules to decide whether the spectrum is occupied or free. In
CSS, ML may be used independently in each node to improve the sensing or local
decision-making process or in the FC to enhance the system’s performance. As the
single node case has been discussed in the previous subsection, the focus now will
be on AI/ML applications at the FC node.
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Classification methods applied at FC

Similar to the improvements in single-node sensing, various Al-based classifica-
tion methods have been proposed in the vast literature in the collaborative case.
Many papers propose using ML algorithms to improve FC performance. For exam-
ple, in [91], the focus was on reducing the cooperative overhead, such as overlong
sensing time and energy consumption, by introducing SUs grouping algorithms.
The SVM algorithm has been implemented to achieve this goal. The proposed ML
framework consists of four modules: an SVM training module, an SVM classifica-
tion module, a user grouping module, and a group scheduling module. The ML
algorithm is trained and tested using the input energy vectors dataset. The training
module is responsible for training the ML algorithm. The classifier can determine
whether a given energy vector implies an occupied or free spectrum. The user
grouping module groups users into different subsets depending on the usefulness of
information received from users. For example, redundant SUs, SUs that suffer from
severe fading, malfunctions, etc., are not included in sensing. A similar approach has
been investigated in [31], where the authors proposed two-hybrid adaptive boost-
ing (AdaBoost) algorithms, i.e., the algorithms where the so-called weak learners
deliver their outputs to one entity that combines them into a weighted sum and
produces boosted classifier. The first method is a decision stump-based AdaBoost,
whereas the second is an SVM-based AdaBoost algorithm. The results presented in
the paper were compared with SVM, kNN, K-means, and OR and AND rules.

SVM classifier is also considered in [71]|, where the aim was to alleviate the
noise uncertainty effect by applying a novel ML algorithm called Fuzzy SVM with
a nonparallel hyperplane. The authors especially emphasize that the noise level
is usually unknown to SU. The proposed algorithm reduces the effect of noise on
feature data by introducing the probability of each data and double hyperplanes for
representing value deviations.

A two-stage cooperative SS is presented in [32]. In the first stage, offline training
is performed. In the second stage, online classification takes place. The main clas-
sification algorithm is K-means clustering, which groups feature data into occupied
and free channel categories. PCA extracts the features. Another approach has been
verified in [163|, where a learning-based NB classifier tells whether the channel is
occupied or free.

The performance of three kinds of classifiers in cooperative sensing is provided
in [52], namely SVM, kNN, and NB. Energy levels are used as feature vectors. The
ML task is determining whether a given feature vector means the spectrum is avail-
able. However, the final decision on channel availability is made by weighted voting
using the results of all three classifiers. Combining results from many classifiers
can compensate for each classifier’s differences in performance, as each concentrates
on different aspects of data. The proposed weighted voting method is a particle
swarm optimization method, which determines the weights for each ML classifica-
tion decision and combines the weighted decisions linearly. As a verification, the
classification error rates of the proposed method and separate ML algorithms are
compared.

Another comprehensive comparison is presented in [164], where various unsu-
pervised and supervised ML techniques in CSS are evaluated for a fixed received
SNR. As in the previously cited paper, the vector of energy levels estimated by the
devices is treated as a feature vector and supplied as input to the classifier, determin-
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ing whether the channel is occupied. The authors considered K-means clustering,
GMM, SVM, and weighted kNN. The performance of each classification technique
has been quantified in terms of the average training time, sample classification delay,
and ROC curve. The authors found that spectrum sensing methods based on kNN
and SVM are more adaptive to changing signal environments; SVM performed bet-
ter than the kNN method, whereas K-means clustering performed better than the
GMM. In [113], kNN, SVM, NB, and DT classifiers are trained over a set contain-
ing energy test statistics of PU channel frames. The simulation results show that
the ML classifier-based fusion algorithm has the same accuracy as the conventional
fusion rules with shorter sensing time, overheads, and extra operations.

kNN for cooperative spectrum sensing has also been employed as a counting
mechanism in [115]. A global energy detection threshold for different rules of decision
combinations in FC is proposed, which does not consider the weight of individual
SUs and their performance history. In [161], kNN is used in building a TV white
space database to reconstruct the missing spectrum sensing points. kNN determines
a label based on the majority of labels of the neighboring data points.

In [147], a CSS scheme based on kNN is proposed. Each SU produces a sensing
report in its training phase, and local decisions are combined by majority voting at
FC. At each SU, the global decision is compared to the actual PU activity, which
is ascertained by an acknowledgment signal. In the classification phase, the sensing
reports are sorted into sensing classes using kNN. Smith-Waterman algorithm is
used to accurately calculate the distance between the current sensing report and
existing members of the sensing classes. Each SU is assigned a weight based on
its effectiveness. The scheme performs well even at low SNR values in a fading
environment.

An interesting approach was presented in [188| for the CSS framework with
mobile SUs based on non-parametric Bayesian machine learning. The beta process
sticky hidden Markov model is introduced there to capture the spatial-temporal
correlation in the data collected at different times and locations by various SUs.
Bayesian inference is then carried out to group sensing data into different classes in
an unsupervised manner, where the spectrum data in each class share a common
spectrum state. Based on the classification results, the locations of PUs, and their
transmission ranges are inferred by the Levenberg-Marquardt algorithm.

Finally, the application of an SVM-based cooperative decision scheme for spec-
trum sensing in vehicular communication environment to mitigate shadowing and
multipath fading, as discussed in [29]. In the proposed scheme, individual vehicles
perform sensing using energy detection, and the local results are sent to a central
node, which constructs vectors of energy levels for classification. The proposed
SVM-based sensing performs better than the hard fusion combining rule in a low
SNR region.

Application of artificial neural networks at FC

Apart from traditional classification methods, various artificial NNs types have
been considered promising tools for improving CSS.

Three fusion methods were considered in [118]: a conventional CSS model with
hard fusion rules, an ML-based fusion, and a cluster-based model. In the conven-
tional fusion model, all SUs collect energy detection results and send them to FC
to evaluate global results using one of the rules: AND rule, OR rule, or majority
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rule. In ML-based fusion, NN is proposed as a decision-making algorithm. Energy
detection decisions and SU locations are used as input features. In the clustering
model, two different fusion models are considered. In the first model, called OR-OR
fusion, OR decisions are made in a given cluster head and then globally in FC.
Similarly, the second model employs NN at both cluster-fusion levels.

The Extreme Learning Machine (a type of NN) devoted to high learning speed
applications has been discussed in [107]. The authors considered a CRN with mul-
tiple PUs, where each PU transmits in a separate channel. FC in the proposed
system receives energy vectors of length N, consisting of energies calculated by N
SUs. The FC’s task is to match those vectors with sets of output values that give
information on which channels are occupied by PUs. The extreme learning machine
has been compared with traditional SVM results.

The Ensemble Learning framework for CSS has been adopted in an OFDM
signal-based cognitive radio system in [93]. The spectral coherence density is pro-
vided as input and is classified locally by CNN at each SU. SUs are considered weak
learners, and the stacking strategy in the Ensemble Learning is adopted in FC to
integrate their results. For this task, another deep NN learner is used in FC.

Finally, |88] proposed a deep CNN for combining sensing results in CSS. The
strategy for combining single-node sensing results of SUs is learned autonomously
with CNN using training sensing samples. Single-node sensing results from different
bands and SUs constitute two-dimensional input data for CNN. Thus, both spectral
and spatial correlation of single-node sensing outcomes are considered. The proposed

scheme can achieve higher sensing accuracy than the K-out-of-N scheme or a scheme
based on SVM.

AI/ML algorithms complexity reduction

As the complexity of various AI/ML methods may be very high, especially with
the significant number of data entries, there is a need to find ways to optimize them.
The authors of [103| investigated a new method of using a low-dimensional proba-
bility vector in ML classification instead of an N-dimensional feature vector. This
method is supposed to shorten the training and classification time. The probability
vector is represented as a vector of two values of the probability density function
of an energy vector under the condition of PU’s signal present and not present,
accordingly. Two ML algorithms use these feature vectors to classify the spectrum
as occupied or free: K-Means clustering and SVM algorithms. Another method
substantially reducing training time is presented in [56], where SVM-based FC soft
decision algorithms are proposed. One of them keeps a constant P, and the other
enables adapting the value of Pp,. Both focus on redefining the problem of finding a
decision boundary in the SVM algorithm to make the training process faster. The
results are compared with the performance of the traditional SVM algorithm.

Next, the authors in [101] proposed a RI-based cooperative sensing method
to address the cooperation overhead problem and to improve cooperative gain in
CRNs. In the proposed algorithm, SU, acting as the fusion center, is represented as
a decision-making agent that interacts with the environment of cooperating neigh-
bors and their observations of PU activity. The authors utilize temporal-difference
learning to address cooperation overhead issues and show that the optimal solution
obtained by the algorithm improves the detection performance under correlated
shadowing while minimizing the control channel bandwidth requirement. The pro-
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posed algorithm converges asymptotically with the option of optimal stopping for
fast response in a dynamic environment, mitigates the impact of control channel
fading, improves the reliability of user and sensing data selection, and adapts to PU
activity changes and the movement of SUs.

Other AI/ML tools considered

Similarly, as in single-node SS, the variety of AI/ML-based schemes applied to
CSS is very high. For example, in [208], the authors investigated distributed algo-
rithms using no-regret methods to detect malicious and incapable secondary users in
collaborative spectrum sensing. In [38], a linear fusion rule for CSS is developed, and
the Fisher linear discriminant analysis has been used to obtain linear coefficients.
In [104], the authors proposed a distributed multi-agent, multiband reinforcement
learning-based sensing policy. The sensing policy employs SU collaboration with
neighbor SUs through local interactions. In [12], the expectation-maximization
algorithm for detecting PU in multi-antenna cognitive radio networks was inves-
tigated. The PU signal is detected, and the unknown channel frequency responses
and noise variances over multiple subbands are jointly estimated iteratively. A dis-
tributed implementation of the proposed scheme to reduce communication overhead
is researched.

In order to concisely summarize the above-discussed papers, a dedicated table
has been created - see Table A.2, which contains the summary of papers regarding
decision-making in FC.

Observed trends

As an extension of single-node spectrum sensing, cooperative spectrum sensing
benefits similarly from applying AI/ML tools. The ultimate goal of most solutions
is to improve the performance of PU presence or absence detection. However, as in
previous cases, other kinds of information can be fetched besides the knowledge of
the PU activity. In particular, the presence of multiple sensing nodes allows for the
deduction of the PU signal source location and the number of PU signals. Moreover,
the observed signal quality can be estimated much better when AI/ML tools are
applied to data collected from many sources.

1.4 Resource occupation pattern recognition

Occupied resources pattern recognition recognizes statistical properties or time,
frequency, and dependencies in the received signal. By detecting those dependencies,
it is easier to estimate the current spectrum state or predict the spectrum state in
the near future. Predicting the future spectrum state translates into more efficient
reuse of spectral resources, better spectrum management, shorter sensing time, and,
therefore also, lower energy consumption. Other users’ traffic patterns depend on the
statistical distribution of PU activity, sensing area, time of day, telecommunication
system, etc.

The other users’ activity statistics are not always known, the transmitted signal
is complex, and subtle transmission space-time-frequency dependencies and corre-
lations are hard to see. ML algorithms are beneficial for this application.
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FIGURE 1.5: Examples of measured real-data time-frequency patterns of wireless
signals: top figure - the measurements carried out outdoors (rooftop); bottom figure
- the measurements carried out indoors. (With the permission of colleagues from
the Institute of Radiocommunications, who carried the measurements at the Poznan
University of Technology.)

The main pattern recognition methods employing ML methods can be catego-
rized into the following groups: time pattern recognition, frequency pattern recog-
nition, spatial pattern recognition, or a combination of any of those. The combined
time and frequency patterns can be seen in Figure 1.5. This figure shows two
scenarios: one outdoors and one indoors. One can observe that the location of mea-
surements greatly impacts the results. Last but not least, the spatial pattern in the
form of different SNR values in different locations in space is shown in Figure 1.6.
The most common causes of traffic pattern occurrence are summarized in Figure
1.7. Usually, ML is not used to find the patterns explicitly but rather to predict the
next signal occurrence or probability of its occurrence in the future.

Here below, the state-of-the-art in AI/ML for traffic pattern recognition is pre-
sented. All the papers considered below have been categorized, compared, and
summarized in Appendix A in Table A.3.
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FIGURE 1.6: SNR values varying in space. Here, the AWGN and fading effect are
causing variety of SNR values. The path loss is not taken into account.
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FIGURE 1.7: Types of traffic patterns occurring in telecommunication signals

1.4.1 Sensing and Prediction of Signals with Time
Dependencies

The typical approach to finding sensed data patterns is looking for temporal
dependencies and correlations. Knowing the history of the signal’s occurrence in
time can improve its sensing or predict its occurrence in the future.

One of the most popular ML algorithms for finding sequence dependencies is
RNN. Rutagemwa et al. [138] employed RNN to learn the time-varying probability
distribution of received power samples. RNN predicts the following samples and
makes it possible to establish the suitability of sharing the channel with other users.
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Roy et al. [137] also proposed using RNN to take advantage of the temporal statis-
tical distribution of received signals. The received data samples are In-Phase and
Quadrature (IQ) samples, and several samples are collected for each time interval.
Therefore, the collected data is in the form of two-dimensional temporal data, where
the first dimension is the time dimension and the second dimension is the multiple
samples per time interval. This approach allows it to use CNN to take advantage of
the two-dimensional form of the data. The authors propose a hybrid of RNN and
CNN algorithms, the ConvLSTM algorithm, to improve prediction results. Another
example of RNN usage for detecting signals correlated in time has been presented
by Hamedani et al. [59], where a new class of RNN, namely, a delayed feedback
reservoir, has been applied.

In older papers, one can find other, less complex ML algorithms employed for
prediction. For example, Zhang et al. [203| proposed Suppor Vector Regression
(SVR)-based online learning, where the past signal power measurements for a given
frequency are used to establish the probability of the next spectrum occupancy state.
SU then uses the probabilities to decide which channel to select for transmission.

1.4.2 Sensing and Prediction of Signals with Time and
Frequency Dependencies

Another approach to predicting future spectrum states is combining received sig-
nals in time and frequency to create two-dimensional data matrices or spectrograms
and use those to find combined temporal and frequency dependencies. The ML al-
gorithm usually used for this application is CNN. CNN deep learning algorithms are
usually used to analyze images, so their application in any two-dimensional dataset
seems appropriate. Camelo et al. [26] used CNN on spectrum samples that are
combined into a spectrogram image. The proposed algorithm can predict the fol-
lowing signals and detect transport protocols and transmission rates. Wasilewska
et al. |[179] used the temporal and frequency dependencies to predict the state of a
few following LTE/5G time slots. The LTE/5G resources are allocated in bunches,
so the probability of adjacent resource blocks being of the same allocated /idle state
is high. Three deep learning algorithms are employed: deep NN, RNN, and CNN.
RNN is trained to recognize the time dependencies for each frequency separately,
and CNN is trained to treat the spectrum energy data as two-dimensional images.

In [195], the RNN algorithm has been used for each frequency separately to
find idle spectrum in measured GSM and satellite data. In this paper, the main
focus is finding the best architecture of the DL RNN by employing the Taguchi
method. Compared to [195], where RNN works separately for different frequency
channels, in [197], the proposed deep learning algorithm based on LSTM can work
jointly for multiple channels at the same time and predict the following spectrum
occupancy states for those channels. Joint time/frequency sensing can be applied in
IoT systems as well. As shown in [67], [oT data is transmitted as frames that create
rectangular shapes in the time and frequency domains. The clustering algorithm is
applied to find data points closely located in the time and frequency domains as a
transmitted signal while discarding the scattered points as falsely detected noise.
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1.4.3 Sensing and Prediction of Signals with Time,
Frequency and Spatial Dependencies

Last but not least, the most comprehensive solution is to combine spectrum data
into three-dimensional datasets that contain information on signals in the time, fre-
quency, and space domains. This approach enables obtaining the most comprehen-
sive context information but also requires a lot of processing and calculations.

Liu et al. [98] proposed theoretical solutions for CSS where broadband big-
spectrum data are collected by many users and analyzed in FC servers. This paper
proposes that ML algorithms be used in two stages: in front-end ML and back-
end ML. To extract relevant spectrum features, front-end ML is used, and after
preprocessing the obtained feature data in order to generate time-frequency data
maps, a back-end ML model obtains spectrum prediction information. K-means
clustering is proposed in the front-end ML model, which groups received data into
categories of different communication systems; then, for each category, different
back-end ML can be used according to the classified data characteristics.

Although the most intricate deep learning algorithms are popular in processing
data of this complexity, simple algorithms can be employed in finding space-, time-,
and frequency dependencies as well. Wasilewska et al. [177, 178] focused on signal
sensing for which there occur strong correlations in time, frequency and space. In
[177] sensing is performed separately for different locations in space, but in [178] the
learning is performed including localization information as ML input. In both of
the papers, simple ML algorithms have been employed, namely, kNN and random
forest.

As Table A.3 shows, ML for traffic pattern recognition usually employs those
detected patterns to predict the future spectrum state. The input datasets vary from
simple IQ samples to energy values to spectrum sensing decisions. As predicting
future spectrum states requires analyzing signals as time sequences, DL methods,
especially RNN algorithms, are prevalent. CNN algorithms are usually employed if
the patterns are both in time and frequency.

1.5 Context-Awareness Design Trade-offs, and
Recommendations

As discussed in the previous sections, the role of context information for the
expected performance of future radio communication systems must be considered
and has been emphasized in many recent papers. Thus, the definition of a context-
information framework for its acquisition, representation, and distribution and the
definition of the suitable architecture, either centralized, distributed, or mixed, are
essential for future radio communications’ broadly understood efficiency. This sec-
tion summarizes the design trade-offs and recommendations for such an architecture.

1.5.1 Signalling Overhead vs. Reliability

Signaling overhead and information reliability are directly related to the key
performance metrics of a radio network. Both reflect the methods and places of
acquiring, representing, modifying, and disseminating context information. Signal-
ing overhead (the cost) must be balanced with the performance improvement (the
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profit) that comes with exploiting context information. This is one of the main
challenges of deploying distributed databases for environmental information. The
signaling overhead can be significantly reduced by designing an architecture that
carefully considers the type and amount of information exchanged between different
network layers and entities. Signaling overhead can also be reduced by a suitable
choice of dissemination strategy.

An on-demand model is most appropriate when information is needed only rarely.
A proactive model, on the other hand, may result in better performance for com-
monly needed and dynamically changing data. The AI/ML algorithms residing at
the appropriate network point, e.g., at the network edge or dedicated subsystem, can
reduce the signaling overhead by avoiding transmitting data that can be retrieved
by learning.

The required information accuracy and reliability depend on context-information
usage and timescale objectives. For instance, fast power control requires high pre-
cision, while dynamic spectrum allocation performs well with approximate or sta-
tistical information. The reliability also depends on time dynamics and regional
characteristics of information aggregation. The choice of large regions over a long
time to reduce signaling overhead would come at the expense of the model’s accu-
racy or statistical characterization. Thus, whenever AI/ML methods are applied
to enrich CA, they must converge at a required pace, responding to the system
dynamics and with accuracy tailored to the application.

1.5.2 Context-information Acquisition, Storage and
Distribution vs. Power Consumption

A popular concept of providing context information is to have it stored, dynam-
ically updated, and made available in a centralized database (a storage unit) with
an accompanying AI/ML engine to capture the dynamics and hidden dependencies
of the information arriving from agents.

The opposite approach to acquiring, storing, and distributing context informa-
tion relies on a fully distributed architecture and edge intelligence (Al in the end
devices). Distributed architecture and the radio context information subsystem op-
eration require significant additional traffic between the network devices, resulting
in energy consumption. The Smart Dust project implemented in the University of
Berkeley explored the limits on size and power consumption in autonomous sensor
nodes [77|. This concept can be understood as the decentralized acquisition and
distribution of pieces of information. It incorporates the requisite sensing, com-
munication, and computing hardware, along with a power supply, in a few cubic
millimeters volume while still achieving the required performance in terms of sen-
sor functionality and communication capability. The networking nodes consume
low power, communicate at bit rates measured in kbits per second, and potentially
operate in high volumetric densities. However, they do not initially possess any Al.

Considering future networks with various degrees of node mobility and density,
it is possible that the idea of a network of simple low-power sensors (or informa-
tion points) exchanging pieces of information but applying edge AI/ML algorithms
could augment the concept of highly reliable (but costly) centralized databases at
low energy cost. A significant challenge is to define and incorporate the required
functionalities of sensors/nodes for context-information acquisition, storage, and
distribution while maintaining low power consumption.
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1.5.3 Reduced vs. Incomplete Information

The required reliability and the amount of context information in a network
can be generalized by models of complete information vs. incomplete information
and full information vs. reduced information. In game theory, a metric describing
the cost of not having complete information, the Price of Ignorance, is defined as
a relative loss of common welfare (e.g., network performance) that results from
incomplete information.

Network performance can be defined in several ways, e.g., as the total network
energy saving, its spectral efficiency (sum throughput over available bandwidth), or
sum-throughput net. Ignorance can be understood as either uncertainty of informa-
tion or possessing complete (specific) information, which has a reduced representa-
tion of the information describing the players’ environmental conditions and options
in detail.

For instance, one can consider channel state information required for optimal re-
source allocation in a network. Providing complete information on all link qualities
of all players to all other players in the considered network is associated with a con-
siderable communication cost, making it impractical. The Bayesian game models,
which require the fading statistics of all channels for all players to consider every
player’s behavior with a given probability, are even more impractical. In a dynamic
radio environment, these statistics change with time. Moreover, it is impractical
to consider the channel gains probability density functions with high granularity
because it exponentially increases the computational complexity of calculating the
equilibrium point. This example shows a fundamental trade-off between information
availability, compactness, and network performance.

Again, ATI/ML methods have considerable potential to uncover hidden elements
of context information, transforming incomplete information into complete. How-
ever, it is impossible to infer full context information once it has been reduced.

1.5.4 Machine Learning Algorithms Design vs. Quality
Datasets

Although the number of scientific papers describing the application of machine
learning for context awareness is constantly increasing, most authors do not publish
the datasets they used to generate results. This leads to a lack of possibilities for
objectively comparing ML methods and architectures. The successful application
of ML models requires high-quality datasets. Sufficient training data volume is
essential, especially for larger NNs that have a large set of parameters. However,
mobile network datasets are scarce. Mobile data collected by sensors or network
equipment is frequently affected by loss, redundancy, and mislabeling, thus requiring
cleaning before application for model training. In addition, mobile service providers
and operators keep the collected data confidential and are reluctant to share them
for research purposes.

Moreover, the absence of public mobile network datasets leads to another prob-
lem: many investigations are performed on private data. Without comparing the
performance of various models on the same data, it is hard to design and select the
approach that works best and decide in what aspect it could be improved.
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1.6 Chapter summary

Above, the author of this thesis has surveyed the existing literature to address the
following issues: (i) What is the role of context information, its availability, and rep-
resentation in contemporary and future radio communication networks? (ii) What
are the suitable AI/ML methods to enrich context awareness in these networks?
(iii) What kind of ML algorithms and framework are considered for autonomous
and cooperative SS? (iv) How the ML-based pattern recognition methods can be
used for SS and prediction in time-, frequency-, and spacial dimension? (v) What
are the design trade-offs and recommendations for intelligent context-aware radio
communication? The author believes that answering these questions is of particular
relevance for the efficiency of her original methods proposed in the next chapters.






Chapter 2

Autonomous Machine
Learning-Based Spectrum Sensing

Cognitive Radio (CR) technology’s essential element is detecting the spectrum
holes (i.e., spectrum resources not occupied by a PU). This may be achieved by
getting the relevant information from a dedicated database (if available in a given
location), often called a radio environment map, or performing SS. As explained in
the previous chapter, SS is a process intended to uncover spectrum occupation and
holes. It allows for taking advantage of spectrum opportunities, dynamic spectrum
access, resource management for anticipated traffic, etc.

Spectrum Sensing is based on choosing between two possible hypotheses. Hy-
pothesis H, assumes that the received signal consists of noise only, while hypothesis
H1 means that the received signal is a sum of noise and the PU’s transmitted signal
distorted by the channel, i.e.,

Ho : y(t) = n(t)

n )
Hi - y(t) = ht) * s(t) +n(?), (21)
where y(t) is a received signal, s(¢) is the transmitted signal, h(t) is the channel
impulse response, n(t) is the noise, and * denotes linear convolution.

The goal of SS is to determine which hypothesis is more probable. A good
sensing algorithm should maximize the probability of correct detection (P;) while
maintaining the value of the probability of false alarm (F;,) close to some assumed
level. Probability Py is defined as the probability of (correctly) deciding through
spectrum sensing that hypothesis H; is true. Probability P, is the probability of
making a wrong decision that hypothesis H; is actual, while in fact hypothesis H, is
true. Essentially, SS is a binary classification problem, where P, is a probability of
achieving accurate positive results on signal’s presence. At the same time, P, is a
probability of achieving false positive results on signal’s presence. Alternatively, one
could test a SS method by calculating true negative and false negative probabilities,
which is equivalent to measuring the accuracy of spectrum hole detection instead
of signal presence detection. Therefore, the true negative probability (P,) is the
probability of correctly detecting a spectrum unused resource, and the false negative
probability (called the probability of misdetection: P4, as already mentioned in
1.3) is the probability of not detecting a present signal, or detecting a spectrum
hole, when in fact the resource is occupied. All mentioned probability measures are
presented in table 2.1 for easier comprehension.
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TABLE 2.1: SS performance probabilities binary classification

signal detected

signal not detected

H; is true (present

true positive signal

false negative signal

signal) detection: Py detection: Pgq
H is true (absent false positive signal true negative signal
signal) detection: P, detection: P,

The probabilities P,q and P, can be defined using Py and P, i.e.,

Pmdzl_P(b
anl_Pfa‘

Therefore, to fully measure SS method performance, only two probabilities of
those four are needed, either Py and P, or P, and P,q. In this thesis, the author
decided to use the first set of probabilities, namely Py and P, that measure signal
presence detection instead of free resource detection performance.

In this chapter, the author of this thesis presents her original research and results
supported by simulation experiments on autonomous ML-based SS. First, in Section
2.1, ED and the ML-supported ED in the 5G system is considered and some standard
methods are discussed. The details of the time and frequency patterns occurring in
the signal are discussed in more detail in Section 2.2. Moreover, a new approach to
improve the autonomous SS utilizing these patterns in applied ML, and based on
measured EV rather than ED decisions is discussed. The simulation experiments of
this approach with the application of kNN, RF, SVM, and Gaussian NB methods
are presented in Section 2.3. They are compared against the standard ED-based
SS. The key findings of this chapter are summarized in Section 2.4.

(2.2)

2.1 Basic Concept of ML-supported Energy
Detection for Spectrum Sensing

2.1.1 Energy Detection

There are some conventional SS methods, such as ED, Matched Filtering, and
Cyclostationarity Detection [198]. ED is the simplest method, in which the received
signal power is compared with a specific threshold to determine the presence of a
(noisy) PU’s signal or just the noise. In contrast to Cyclostationarity Detection
[47], Matched Filtering 78], and most other methods, it does not require any spe-
cific knowledge of the signal that is to be detected; however, it does require the
knowledge of the channel noise power. ED methods are considered in [80, 45, 85, §|.
Kim et al. [80] propose a histogram-based method to determine the energy detec-
tion threshold. Digham et al.’s study [45] concerns ED over fading channels, and
the signal of unknown characteristics is also under consideration, the same as in
[85] and [8]. The mentioned articles discuss the ED method with a single decision
threshold. A double-threshold ED has been discussed in [134, 171, 184]. Although,
in many papers, the noise power is assumed to be known, some works present ways
of noise estimation for ED purposes. Farag et al. [48] propose dynamic threshold
evaluation based on noise estimation. Furthermore, papers [69, 146, 110] present
other methods of noise-power estimation for energy detection.
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As mentioned, ED requires knowledge of the noise power level and works poorly
in low SNR regions. In the ED method, the energy of the received signal is calculated
in some given time and frequency range. The calculated energy of signal y(n) is a
so-called test function T'(y). For N samples of the received complex signal y(n), the
test function is defined as:

T(y) = 5 S ly(m)l” (23)

To decide whether the spectrum is occupied or not, the test function value is
compared with the threshold given by the equation:

A=o? (Q—l(Pfa)\/%Jr 1) : (2.4)

where o2 is the noise power (which must be estimated), P, is the assumed level of
the probability of false alarm, and @~ 1(-) is the inverse Q function, which is given

by:

Q(z) = V% /:o (-“;) du, (2.5)

where variable u is a variable of integration. If the value of T'(y) is higher than
threshold A, the decision that the spectrum is occupied is made. Otherwise, the
spectrum is considered unoccupied (“free”). Thus, the probabilities of detection Py
and P, are defined as:

Pa=Pr{T(y) > A|H1},
Pfa = PI‘{T(y) > )\|7’[0}

Note the difference between P, and P: the first is the theoretical probability of a
false alarm assumed for the calculation of the decision threshold A, while the second
is the probability of false alarm resulting from the application of this threshold.
In the ideal case, i.e., when N — oo, these values should be equal. However, in
this thesis, the author calculates T'(y) for finite N. Moreover, in the computer
simulation experiments, described in this and the following chapters, both P; and
P, are estimated based on the finite number of repeated simulations.

(2.6)

2.1.2 ML-supported Decision Making for Spectrum Sensing

A promising approach to improving spectrum sensing efficiency is to predict
white spaces based on detected traffic trends and the functioning of the PU. Cur-
rently, in most telecommunication traffic patterns, intensity fluctuations can be ob-
served due to communication demand variations, e.g., daily or weekly variations [64].
Besides the time domain, dependencies and patterns can be observed in frequency
and space due to, e.g., applied frequency planning and scheduling or shadowing oc-
curring in some location areas, etc. ML techniques have been proposed as methods
of SS performance improvement. ML methods can be used directly as detection
algorithms. In 1.3.1, the author has already mentioned several papers regarding
ML-based autonomous SS, and in 1.3.2 examples of cooperative ML-based SS have
been included. ML can also be used with one of the SS methods, for example, with
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the already mentioned ED. ED-based ML for SS is presented in |74], which employs
an SVM-based classifier for SS enhancement. ED and ML are also a popular combi-
nation used in cooperative sensing [163, 107, 118, 114]. Tavares et al. [163] uses three
Bayesian SS estimators and compares them with typical cooperative SS methods,
such as Maximum Ratio Combining, AND, and OR rules. Ma et al. [107] propose
using the Extreme Learning Machine for channel pattern classification in cognitive
radio networks with multiple PUs. The proposed method uses an Extreme Learning
Machine in the fusion center to correctly classify the channel state. Mustafa et al.
[118] propose using a NN as a decision fusion scheme in the fusion center. Mikaeil
et al. [114] analyze the kNN, DT, SVM, and NB ML algorithms as decision-making
methods in the fusion center. ML using calculated signal energy values as energy
vectors are presented in [199, 15, 52]. K-means clustering and SVM algorithms are
used in [199] for discovering PU’s transmission patterns and statistics and for SS,
respectively. Variational Bayesian learning for the Gaussian mixture model is used
in [15] as an SS method for a multi-antenna CR network. Noncooperative SS is
considered in both papers. Cooperative SS is considered in [52], where SVM, kNN;,
and NB algorithms are used for signal classification.

The work presented in the following sections aims to show how much the proba-
bility of detection can be increased by using ML methods as a supporting component
in autonomous (noncooperative) spectrum sensing. Below, SS is used to detect oc-
cupied 5G downlink signal RBs utilized by a base station (eNodeB). The ultimate
goal is to create a possibility of transmitting the CR signal in the 5G New Radio
standard with a flexible choice of RBs.

Thus, here, ED is used as the first 5G downlink signal-presence detection stage
in a given area. A specific daily intensity distribution in the considered network
characterizes the communication traffic. Moreover, due to 5G frequency planning
and channel characteristics in the considered geographical area, some frequency re-
sources are used with location-dependent probability. Shadowing characteristics also
reflect spatial correlation. There are patterns and dependencies of RB utilization in
the time-, frequency- and spatial domains. Hence, in the second stage of SS, ML is
used to discover these dependencies and increase Py while decreasing the P,. Two
ML methods are considered: kNN and Random Forest (RF). Both algorithms are
studied and compared in terms of SS performance improvement. As for the ML
input data, both the ED output decision data and the detected spectrum energy
values are considered, and the advantages and disadvantages of using them in a
real-world scenario are discussed.

Typically, MLL methods are used to achieve a near-optimum solution of the op-
timization problem, when it is too complex for the conventional optimality analysis
and when the function mapping the input data to the output (the solution of the
problem) is unknown. In radio communication systems, this kind of uncertainty
is caused by noise (thermal, colored, impulse, or other) or other types of channel
distortions and interference. In this chapter, ML is applied as a way of fine-sensing
decision enhancement. Based on the specific 5G-RBs -occupancy decision from the
first stage (ED decision, T'(y) value, range of the 5G subcarriers, time slot, adjacent
5G-RBs occupancy, etc.). The ML algorithm should be able to deduce whether
currently examined 5G-RBs are busy or idle. Therefore, the author shall use the
classification algorithms that classify the input data for the final binary decision.
Let us consider two ML classification algorithms: the k-Nearest Neighbors and
Random Forest. The reasoning behind the selection of these two is provided in the
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subsections below.

k-Nearest Neighbors

kNN-based classification is considered one of the simplest ML algorithms [148].
It is a supervised algorithm, which means that, in the training phase, complete
knowledge of the output data corresponding to the training input data is required.
Based on the training data set, new input data can be classified into one of the
output categories by calculating the distances (usually the Euclidean distance) to
k closest neighbors in the used features space [40]. For example, in the case of
parameter £ = 1, only one closest data point is considered, and its output value
is assigned to the label of the data point that is supposed to be classified. In the
case of k > 1, the most numerous group of the neighboring points of one category
determines the result. Figure 2.1 shows the example training data points of two
categories: blue circles and yellow triangles arranged in the space of two features.
When a new point (red square) from outside of the training set occurs, and an
output value is to be determined, the algorithms look for k£ closest neighboring data
points. Figure 2.1a shows that the closest neighbor of the red square is a blue circle,
so, for k£ = 1, the red square is classified as a blue circle. In addition, for £k = 3
(Figure 2.1b), two of the three closest points belong to the blue circle category.
However, for £ = 5 shown in Figure 2.1c, there are three yellow triangles and only
two circles closest to the input data point, so the square is classified as a yellow
triangle.

feature 2

feature 2
»
>
>
feature 2

(A) k=1 (B) k=3 (c) k=5

FIGURE 2.1: k-Nearest Neighbors (kNN)—visualization of the closest data points
for different k values.

In typical 5G downlink transmission (as in the considered scenario), RBs are
assigned to users in groups of several adjacent RBs, depending on a user’s demand
associated with a specific service. This is because the 5G scheduler tries to avoid
fragmentation of resources for a user. This means the probability that a given RB
is occupied is higher if the adjacent RBs (in the time or frequency domain) are also
occupied. The tangential RBs occupation is not as probable. Therefore, classifying
RBs based on closest neighbors, namely kNN, is an appropriate method to improve
detection. However, in this case, neighborhood and distance should be carefully re-
defined. These issues are considered in the following section. Finally, note that the
kNN algorithm requires storing all the training data, and the prediction can be very
slow for large sizes of training datasets and high k parameter values.
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Random Forest

Random Forest (RF) is in an expanded version of the Decision Tree (DT) algo-
rithm [119]. This work uses the classifying version of RF. RF consists of several
single DTs. The DT algorithm divides the input data set into subsets, each of which
means a different output category (for example, blue circles or yellow triangles, as in
the example above). A DT algorithm of full depth iteratively divides a feature space
into subspaces, as shown in Figure 2.2a, so that every training data point belongs
to a subspace of its category. Figure 2.2b presents a decision-making algorithm for
a new input data point of two features X = [X (1), X(2)]. Thanks to feature sub-
spaces’ boundaries specified by the DT algorithm (values f11, f1a, f21, f22), a new
data point can be assigned to an output label of a blue circle or a yellow triangle.v
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FIGURE 2.2: Decision tree—tree with depth 3.

The main drawbacks of DTs are that the algorithm becomes very complex for
big data sets and tends to overfit. The tree that correctly assigns all training data
points is most likely of considerable depth and highly overfits, i.e., results in too
sharp boundaries for different data sets. One way to prevent this is to use trees
of smaller depths that may not work with 100% accuracy on the training data but
perform better on new input data and are less complex. Another way is to use the
RF algorithm, which creates several DTs with slightly different boundaries. Single
DTs used in RF might overfit on the training data, but each of them does it in a
different way, which creates an averaged result after combining separate trees and
prevents overfitting [65].

The occupied and unoccupied RBs will likely create regions on the time-frequency
plane (also in the location domain). Therefore, the RF algorithm is proposed as an
alternative to the kNN algorithm. RF does not require storing as much data as kNN,
so it works faster but is still easy to implement and analyze. Algorithms such as
kNN and RF are appropriate for the considered problem, with simple dependencies
between data, which are too complex to analyze with standard optimization and
other, even heuristic, non-ML methods.
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2.2 New Algorithm for Improved ED

In this section, the author proposes the 5G-downlink signal-presence detection
algorithm based on the considerations of the applicability of kNN and RF methods
for improved SS. The algorithm’s first step is either calculating the energies of
subsequent blocks of N received signal samples (forming a vector of EV for a given
data set) in a given frequency range or making ED-based hard decisions on the PU
signal presence based on these energy values (forming a vector of binary values).
Then, one of the considered ML algorithms is applied, i.e., either kNN or RF. The
elements of the dataset, being the observed (or recorded) RBs, are characterized by
properties called features, which can be individual, derived, or combined attributes
constructed from underlying data elements. Feature definition or calculation is
necessary to properly implement the proposed ML algorithm stage. Every feature
is calculated for every RB in every time slot equal to the duration of a single RB.
The following features are used in the proposed algorithm:

1. the index of a time slot (the smallest 5G-RB dimension in the time domain),

2. the index of the 5G basic subcarriers set (the smallest 5G-RB dimension in
the frequency domain; in 5G, consisting of 12 OFDM (Orthogonal Frequency
Division Multiplexing) subcarriers),

3. ED hard decision—values 0 or 1, or, alternatively, the energy value—a real
number,

4. the number of diagonal (tangential) neighboring 5G-RBs detected as busy or
the sum of energies of diagonal (tangential) neighboring 5G-RBs,

5. the number of adjacent neighboring 5G-RBs detected as busy or the sum of
energies of adjacent neighboring 5G-RBs.

6. history coefficient with forgetting factor

The listed features are intended to improve the ML algorithm’s performance by
feeding it enough information about the RB occupation that ML prediction applies
to and about the state of the closest neighboring RBs.

When ED hard decisions are used in the algorithm, the history coefficient with
the forgetting factor is calculated as follows:

¢pp(m,l) = ED(m,l) + a- ¢gp(m — 1,1), (2.7)

where ED(m, 1) is the energy detection decision for RB for which m is a time slot
index, [ is the index of the 5G subcarriers set, and « is the forgetting factor in the
range of [0, ..., 1].
In the case of using EV as inputs to the ML stage, the history coefficient is
calculated as:
op(m,l) = E(m,l) + o ¢pg(m—1,1), (2.8)

where E(m, 1) is the energy value for the RB of time slot m, and frequency index I.
To illustrate data flow in the algorithm, Figure 2.3 is presented which shows the
system model on the receiver side.
To illustrate the calculation of the features, Figure 2.4 is presented. It shows
RBs in the time- and frequency domains as yellow and blue squares, representing
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FIGURE 2.3: System model.

resources detected as occupied and free, respectively. For example, for the RB
marked as A, the index of the time feature is ms, and the frequency index is 5.
The ED algorithm decided that RB A is occupied so that the third feature can
be represented by value 1. There is also one tangential neighboring RB marked as
occupied by ED and one adjacent occupied RB. Assuming that m; is the first time
slot index, the history coefficient for A equals 0. Thus, the feature set for RB A
can be presented as a feature vector: [ms,l5,1,1,1,0]. Similarly for RB marked as
B, a feature vector can be presented: [ms,l4,1,2,2, ¢pp(ms,ls)], and for RB C:
[ma,12,0,0,1, ppp(ma, l2)].

FIGURE 2.4: Example 5G Resource Blocks features.

Similar features can be calculated using energy values instead of ED decisions.
Then, most of the features will no longer be represented as discrete numbers but as
real numbers.

The proposed ML detection methods need to be learned separately for different
SNR values. This requires knowledge of the SNR level at the specific moment. The
noise power level has to be estimated for ML using ED hard decisions as the input
dataset features. (Note that ML using EVs as the dataset features should not re-
quire estimation of noise power.) In order to solve this problem, the ML algorithm
can learn separately for different location points, assuming that the shadowing vari-
ations in the channel are much slower than the Rayleigh fading. The idea is to
train multiple separate models, where each model is trained with the assumption of
previous knowledge of the SNR values in the considered area. This approach might
be considered blind as it does not require noise-level estimation, but at the same
time, it does require additional preceding knowledge. As long as the SNR values
stay approximately the same at the given location, the model assigned to this SNR
level can be used to perform SS. In addition, there is no need to train one model per
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location. As long as the SNR space map remains approximately constant, only one
model per a given SNR value is sufficient for multiple locations characterized by the
same SNR value. The SNR values were rounded to the closest integer value in dB.
In order to minimize the number of created ML models, they could be generated for
some intervals of SNR values instead of specific SNR values or even rounded values.
It is worth noting, though, that the wider the range of the SNR interval, the more
general and less specialized ML models, and therefore their accuracy may decrease.

2.3 Simulation Experiment

2.3.1 Simulation Setup

A downlink 5G signal (OFDM signal) was generated for the bandwidth 10 MHz
to test the proposed ML-improved RB energy detection algorithm. This bandwidth
is divided into 50 RBs. Each RB has a standard bandwidth of 180kHz and is
transmitted over 12 OFDM subcarriers. The RB time slot lasts 0.5ms. The order
1024 Inverse Fast Fourier Transform (IFFT) algorithm generates an OFDM symbol
over random Binary Phase Shift Keying (BPSK)-modulated data symbols. There
are seven OFDM symbols per each RB. The OFDM cyclic prefix has a length of
144 samples.

One of the reasons for using ML in SS in the proposed solution is to discover and
use the time intervals when the communication traffic is low and minimize the P,
in these intervals that would enable SUs to transmit. Some random periodicity has
been introduced in the generated signal to reflect communication traffic variations.
It has been assumed that the transmission probability is higher for some periodically
occurring time slots than others. It is assumed that RB occupation follows the
normal distribution for these time intervals. Thus, the probability of transmitting
by PU is much lower for time slots of the lowest communication traffic.

Moreover, in the frequency domain, some regularities have also been introduced.
They reflect typical 5G frequency planning, where, in a given area, some of the
frequency bands are less likely to be used due to specific (adverse) channel conditions
and Inter-Cell Interference Coordination (ICIC) schemes. Here, for the simplicity of
implementation, it has been assumed that the probability of RB occupation is higher
in the bandwidth’s central frequency range. It is justified by assuming that the RB
scheduler reduces interference from the neighboring frequency ranges. Figure 2.5
presents an example of the generated busy and idle RBs in the time and frequency
domains. The yellow represents occupied RBs, and the blue represents idle ones.
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FIGURE 2.5: Example of 5G system RBs occupancy.



46 Autonomous Machine Learning-Based Spectrum Sensing

The generated transmission signal is sent over a multi-path Rayleigh fading radio
channel with the shadowing effect and Additive White Gaussian Noise (AWGN).
The Extended Pedestrian A Model (EPA) [153| has been chosen as a multi-path
channel model. The shadowing effect has been simulated using log-normal distri-
bution in the considered area. The SNR is calculated as a mean value of the signal
power in a one-time slot to the noise power observed in this time slot.

The received 5G-downlink signal is the subject of the SS method described in
Section 2.2. Four basic versions with various parameters have been examined: com-
binations of EV or ED hard decisions as the ML input dataset features, and kNN
or RF as the actual algorithm for improving detection. The kNN has been tested
for the parameter k values equal to 1, 3, 5, and 9. RF has been tested for one
tree, 10, 50, and 100 trees. Those parameter values were chosen heuristically as
it was observed that, for higher parameter values, the results were getting worse.
The number of samples used in training and testing was equal to 328,000, which
corresponds to RBs transmitted in 6560 time slots. A set of features has been gen-
erated for these 328,000 RBs. During testing, it was essential to maintain groups
of samples together, as the data is correlated and in time in frequency. For valida-
tion purposes, the group k-fold cross-validation was performed. Training sets were
composed of 292,000 samples, while testing sets were composed of 36,000 samples.
Finally, based on the conducted trials, the forgetting factor o equal to 0.9 has been
selected.

For the simulation of the 5G signal, channel, ED stage, and all of the calculation
of the features, Matlab software (R2018a version 9.4, MathWorks, Natick, MA, USA)
has been used, along with the Communications System Toolbox and Statistics and
Machine Learning Toolbox. ML algorithms have been implemented using the scikit-
learn library in Python [125].

2.3.2 Simulation Results

In this section, the author presents and discusses the results of the simulation
experiment. The algorithms are evaluated based on the estimated Py and Py, i.e.,
the number of true positive and false positive decisions of the RBs occupancy respec-
tively, over the total number of decisions (considered RBs) taken in the simulation
experiment. The word estimated is omitted for simplicity of description.

First, ED has been performed for different assumed values of P, without using
any ML algorithm. To perform ED, the threshold A had to be calculated, requiring
the noise level estimation. In the case of an OFDM signal, o2 is estimated by taking
advantage of the fact that in the frequency domain, there are unused frequency
bands around the signal transmitted within an RB. Therefore, samples from these
bands can be used to calculate the noise level. The noise level has been assumed to
be constant in the entire frequency range. The results are shown in Figure 2.6. For
each P, it can be seen that P, is always higher than P,. As expected, Py, remains
constant and approximates the P, value for each P4 plot for every SNR value from
the examined SNR range.

Then, two ML algorithms have been evaluated: the kNN algorithm and the RF
algorithm. They were examined in two cases: ED-based and EV-based. ED-based
ML means that ML features were calculated based on ED results (hard, binary
ED decisions on the presence or absence of the PU signal in a given RB). In the
case of EV-based ML, features were calculated using detected energy values. Figure
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FIGURE 2.6: Probability of detection Py and of false alarm P, for the Energy
Detection stage for P, = 10%, P, = 2% and P, = 0.5%.

2.7 presents the results of the ED-based kNN algorithm for the threshold A\ set for
P;, = 10%. This value of P, has been chosen because the differences between the
simulation results are most visible in that case. Other values of P, are analyzed
later in this section. In the mentioned figure, the probability of detection Py and the
probability of false alarm P, at the output of the first (denoted as ED in the legend)
and the second stage of the algorithm are presented. Note that the P, assumed for
the first stage of the algorithm (ED) may differ from the resulting value of Py. It
can be observed that the best performance in terms of P; has been achieved for
k = 1, which means that the simplest version of the kNN algorithm works best. In
the case of assumed P, = 10% in the ED algorithm, kNN improves SS performance
for lower values in the considered SNR range. For SNR values higher than —15 dB,
the kNN results are worse than the ED results.
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FIGURE 2.7: Resulting probability of detection Py and probability of false alarm
P, of the Energy Detection-based k-Nearest Neighbors method for Py, = 10%.

For the RF algorithm applied, the results are the best when one tree is used.
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Figure 2.8 presents the RF application (after the first ED stage) performance com-
pared to single-stage ED for Py, = 10%. As in the case of using the kNN algorithm,
RF also improves the SS probability for low SNR values but performs worse than
just ED for high SNRs. The low performance for high SNR is caused by P, which
is the cause of ML algorithm fallibility. For high SNRs, all RBs wrongly recognized
as busy by ED are gathered around occupied RBs. Since ML is trained to recognize
grouped RBs marked as busy by ED as more probable to contain a signal, decreasing
P, is the cause of the increasing number of detection errors. The higher the value
of Py, the lower the maximum value of P;. In Figures 2.7 and 2.8, one can see that
the maximum achieved value of Py by both ML algorithms is approximately equal
to 90%, which means that the maximum P, approximately equals 100% — Ps,.
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FIGURE 2.8: Resulting probability of detection Py and probability of false alarm
P, of the Energy Detection-based Random Forest method for P, = 10%.

With the second feature set used in the proposed detection algorithm, energy
values calculated for separate RBs and all other features calculated based on them
have been used directly in ML. Figure 2.9 shows the results of the kNN algorithm
(again applied as the second stage of RB detection) compared to single-stage ED
results with P, = 10%. It should be noted that P, does not affect the ML results
in this case. Again, the best results have been obtained for £ = 1. This time,
the application of ML achieves a detection probability equal to 100% for high SNR
values. In the whole SNR range, applied ML improves the performance of ED.

The same analysis was performed on the RF algorithm. Again, one tree is the
best choice for the SS scenario. The results are presented in Figure 2.10.

In order to compare the best results of the ML application to the considered
SS scenario, Figure 2.11 is presented. Here, ED results for the assumed P, = 10%
are compared with the kNN and RF algorithm using the ED-based feature set (red
plots) and with kNN and RF using the EV-based feature set (green plots). The
observation can be made that ML algorithms improve the SS performance in terms
of Py approximately the same in all considered cases for low SNR values (below
—13 dB. However, the difference is significant for high SNR values and shows the
superiority of EV-based ML over ED hard-decision-based ML.

Similar figures have been obtained for lower values of P, used in ED, namely
Pr. = 2% (Figure 2.12a) and P, = 0.5% (Figure 2.12b). For smaller P,, it is visible
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FIGURE 2.9: Resulting probability of detection Py and probability of false alarm
Py, of the Energy Vector-based k-Nearest Neighbors method for P, = 10%.
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FIGURE 2.10: Resulting probability of detection Py and probability of false alarm

P, of the Energy Vector-based Random Forest method for P, = 10%.

that the results for ED-based ML and EV-based ML become similar, although EV-
based ML performance remains better. For ED-based ML, the impact of P, still
appears. In Figure 2.12a, the maximum Py value of the red plots is close to 97%,
and, in Figure 2.12b Py, the results are similar. The results of EV-based ML all
reach 100%.

Having compared the results, one can conclude that EV-based ML methods ap-
plied in SS, in the examined scenario, perform better than ED-hard-decision-based
ML methods, so there is no reason to use ED hard decisions in the feature set.
Although using energy directly in ML has significant advantages, it also has disad-
vantages. For example, storing and processing energy values requires more memory
than storing binary numbers, as in ED-decision-based ML. For EVs, the more accu-
rate the energy values, the more precise the results. ED can be implemented using
simple analog components with a comparator to compare the measured energy with
a given voltage set as a threshold. An analog-to-digital converter is needed at the
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FIGURE 2.12: Probability of detection P; comparison of the Energy Detection-
based and Energy Vector-based k-Nearest Neighbors and Random Forest methods
for different assumed Px,.

output of a similar EV setup, which would also introduce a quantization error to
the energy value.

Finally, note that in the case of ED-based ML, the results may be poorer (in
terms of the lower probability of detection) for high SNR values than for the ED
algorithm applied alone. This could be solved by adaptively using the ML stage. In
that case, ML could be used only for low SNR values; the ED performance should
be sufficient for high SNRs. This requires the implementation of some adaptation
algorithm or components but also reduces algorithm complexity for high SNRs.
Hence, it shortens the processing time.

Table 2.2 compares the advantages and disadvantages of using ML based on ED-
and EV dataset features respectively.

In the simulation experiment, a shadowing channel model was generated to check
this method. Figure 2.13 shows the SNR values for the generated example of a shad-
owing channel characteristic in different locations. It consists of values ranging from
around —40 dB to 10 dB, which covers the whole range of SNR values for which P
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TABLE 2.2: Comparison of Energy Detection-based Machine Learning and Energy

Vector-based Machine Learning.

Energy Detection

Energy Vectors

Advantages

Can be used adaptively—
for low SNR Machine Learn-
ing is also used, for high
SNR just Energy Detection
results are sufficient.

Can be used for every SNR
value—results are always
better or close to Emergy
Detection results.

Requires much less memory.

Does not require knowledge
of noise or noise estimation.

Disadvantages

The chosen Energy Detec-
tion threshold has a big im-
pact on detection probabil-
ity.

High computational
complexity—Machine
Learning is used in all
transmission conditions.

Knowledge on noise is

needed.

Memorization of real num-
bers required.
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FIGURE 2.13: SNR values resulting from the shadowing effect in the considered
area.

(A) SNR 3D surface plot.

ranges from its minimum value to 100%. For this simulation experiment, 5G signals
resulting in RBs occupation data of the same parameters as used in the previous
experiments have been generated and collected at every point of the 15-by-15 loca-
tion area. Then, the ED-based sensing and ML methods were applied separately at
every one of the 225 location points to evaluate the applied ML algorithms aiming
at improving the spectrum detection at different locations.

Probabilities Py and Py, of the ED method applied alone (basic ED hard decision
method) are presented in Figure 2.14. These results have been obtained for P, =
10%. As expected, Py values range from 10% to 100%.

Moreover, algorithms kNN and RF have also been examined to compare ML
results when ED decisions and measured EVs are used as dataset features. Figure
2.15 shows Py and P, surfaces for ED-based input (Figure 2.15a) and EV-based
one (Figure 2.15b) for the applied kNN algorithm with parameter £k = 1. The
probability of detection P, for kNN based on ED hard-decision input ranges from
10% to 90%, while P, for kNN based on EV input ranges from around 37% to 100%,
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FIGURE 2.14: P; and P, for different locations in case of basic hard-decision ED.
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FIGURE 2.15: P, and P, for the k-Nearest Neighbors method applied in different
locations.

so the improvement resulting from using EVs as dataset features is visible. This is
even more clear when Py is plotted versus SNR, as in Figure 2.16.

The results presented in Figure 2.16 have been obtained by assuming previous
knowledge of the SNR values for every location point. The results are similar to
those achieved without shadowing effect (assuming that the SNR variations of slow-
fading can be corrected by adaptive gain control) or even slightly better, as, for low
SNR values, Py is equal to 37%. In contrast, Py was equal to approximately 34% in
the previous experiments. Similar results have been obtained for the RF algorithm
using one decision tree. Figure 2.17 shows Py and P, for this algorithm. Moreover,
Figure 2.18 presents Py and P vs. SNR in the shadowing scenario considered.
In this case, ED improvement can also be observed with the applied RF method,
especially for low SNR values.

Finally, the comparison was made between the author’s proposed kNN and RF
algorithms and the algorithms most commonly found in the literature, namely SVM
and NB algorithms. Figure 2.19a presents results of ED-based algorithms: the kNN,
the RF, the SVM classifier (with radial basis function kernel), and the Gaussian
NB. Similarly, Figure 2.19b shows results for the same ML methods but EV-based.
It can be observed that SVM and Gaussian NB methods do not improve detection
performance very much for low SNR values. The exception is the EV-based Gaussian
NB method, which significantly improves Py for low SNR values but unfortunately
also introduces a large increase in FPj,.
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FIGURE 2.16: Resulting probabilities Py and P, of Energy Detection-based k-
Nearest Neighbors compared with Energy Vector-based k-Nearest Neighbors for

Pr, = 10% for different SNR values with a shadowing channel.
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FIGURE 2.17: Probabilities Py and P, in different locations for the applied Random
Forest method.

2.4 Chapter summary

In this chapter, ML algorithms have been considered to increase the quality of
energy-measurement-based SS in the presence of 5G downlink transmission. The
idea behind applying ML algorithms was to take advantage of the dependencies
existing in the RBs occupation in the time and frequency domain. By learning
some signal properties and traffic intensity correlation in time and frequency, it is
possible to increase the detection probability of the mentioned 5G PU transmission.
Both the ED hard decisions and the EVs, obtained at the first phase of the SS
method, have been considered as ML input dataset features. Moreover, several
classifiers have been considered as the second phase of SS, namely kNN, RF, SVM,
and Gaussian NB.

It has been shown that, for high SNR values, kNN and RF based on EVs as the
input dataset features perform better (particularly in terms of the probability of
detection Py) than those based on ED hard decisions. Furthermore, when compared
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FIGURE 2.19: Probabilities P; and P, in different locations for the applied k-
Nearest Neighbors, Random Forest, Gaussian Naive Bayes, and Support Vector
Machine classifier methods.

with the standard ED method, application of ML (both kNN and RF) increases Py
in lower SNRs region.

The proposed ML algorithms have also been implemented in different locations of
the considered area to suppress the need for multiple SNR estimations when choosing
the training dataset features. Taking advantage of the spatial characteristics of the
shadowing effect, further improvement in the performance of the proposed algorithm
can be observed; that is, the probability of detection P increases with respect to
standard methods. This eliminates the need for continuous noise power estimation.



Chapter 3

Autonomous Deep Learning-Based
Spectrum Sensing

This chapter extends the analysis of the previous chapter of traditional ML algo-
rithms by considering the application of neural networks to improve SS, and SP, and
fading level estimation based on calculation of energy values. In the first part of this
chapter, the author examines different DL methods, namely Neural Network (NN),
Recurrent Neural Network (RNN), and Convolutional Neural Network (CNN) al-
gorithms. Their application and performance in SS and SP are compared and ad-
vantages and disadvantages are noted. A simple baseline method, used for results
comparison of SP is proposed. In the second part of this chapter the author focuses
on one chosen DL method, namely CNN applied for both SS and SP. The addi-
tion introduced in the second part of the chapter is a fading level estimation at the
receiver, also based on a CNN algorithm designed by the author. Moreover, opti-
mization of the fading level threshold for the spectrum occupancy decision making
is discussed. Its impact on the SS and SP results is analyzed.

The author’s original contribution and research results are structured in this
chapter as follows. First, in Section 3.1, the concept of DL is explained, and as
examples of DL algorithms, NN, RNN, and CNN algorithms are discussed. In
Section 3.2 one of the two DL-based approaches to SS and SP is described. It
focuses on the design and evaluation of NN, RNN, and CNN applied for SS and SP.
In Section 3.3, the author of this thesis presents a new algorithm applying CNNs
that not only performs SS and SP but also estimates the current and predicts the
future impact of the fast-fading channel on the received PU signal. As a result,
this novel algorithm further improves SS and SP accuracy. The key findings of this
chapter are summarized in Section 3.4.

3.1 The Concept of Deep Learning for Spectrum
Occupancy Detection and Prediction

DL is a category of ML algorithms, which refers to NN algorithms with multiple
neural layers and complex structure. NNs are considered deep, when they have
multiple hidden layers of neurons. The hidden layers are the layers that are neither
used as an input layer nor output layer of the NN. Therefore, the NN in order
to be considered a deep NN must have a total number of layers at least equal 4.
Each layer consists of elementary, computational units called neurons. A neuron

95
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is a non-linear function that calculates output value from one, or multiple inputs.
The operation of neurons is as follows: each input value is multiplied by their
corresponding weight and then summed. At this point the result is a simple linear
combination of the inputs. In order to introduce non-linearity an activation function
is introduced to the neuron. The results of the linear combination passes trough
the activation function and the final output value of the neuron is obtained. The
activation functions can be tailored to the considered problem. The most popular
are sigmoid type of functions. A NN consists of multiple layers in which there are
multiple neurons. In the training process, the weights of the neurons are the values
that are gradually adjusted in order to achieve a results at the output of NN as close
to the expected value as possible. It is easy to notice that since an NN, especially a
deep NN consists of many neurons, the training process that requires adjusting all
of the weights is very computationally demanding. However, thanks to the complex
structure the DL algorithms are able to solve very complex problems, recognize
intricate patterns, and generate detailed and very specific data.

DL algorithms are known for finding complicated dependencies in input data
[57]. In the prediction problem, it is crucial to recognize any patterns that may
occur in the receiving signal, and DL algorithms should be a good choice. In this
chapter, the considered ML algorithms involve a NN with dense layers, a RNN
structure with LSTM layers, and a CNN. The RNNs are usually used in language
and audio signal processing to predict sequences [43]|. Their particular usefulness in
this field is because basic elements of RNN layers called cells feedback their output as
additional input information, which makes it possible for RNNs to notice intricate
patterns occurring in input data in time. [151] is a work considering RNNs for
spectrum state prediction in the form of a one-dimensional time series.

CNNs are broadly used for image recognition, processing, and classification [129],
while in this chapter, the novelty is to consider them for spectrum sensing and
prediction using two-dimensional images formed of energy values and additional
features in time and frequency dimensions. As far as it is known to author, the
CNN algorithm for spectrum occupancy prediction is usually used as a sensing or
prediction tool for two-dimensional data in cooperative sensing [196, 94, 88|, where
data collected from each of sensing SUs is merged into a set of input information
for CNN algorithm. In [122] CNN is also applied to predict the type, form, and
several transmitting users in a given frequency band. In the proposed solution, data
for detection and prediction is a one-dimensional time series. Time series has also
been used in [5|, where time-series modeling approaches have been compared with
recurrent neural network SS performances.

In [122] also NN, RNN and CNN are applied to predict the type, form, and
number of transmitting users in a frequency band, but data used for detection and
prediction is a one-dimensional time-series data.

The long-term prediction based on spatial-spectral-temporal data has been ad-
dressed in [149], where a hybrid convolutional long short-term memory has been
proposed for future spectrum state prediction. Another interesting hybrid DL ap-
proach has been presented in [137], which also exploits CNN and LSTM combination.
Here, as input data, a set of IQQ samples is considered for each moment in time.
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3.2 New Deep Learning Algorithms for Spectrum
Sensing and Prediction

Three DL algorithms have been implemented for SS and SP. First, the NN
algorithm has been implemented as an example of the simplest algorithm. The
second algorithm is an RNN algorithm. The last algorithm implemented is a CNN.

All of the proposed algorithms are supervised classification algorithms. Each of
them is trying to establish an occupancy status of current or future RBs, indicating
a binary classification problem. The proposed NN-based method is the simplest and
requires the least calculations but can perform only a single RB classification. Based
on the current input data, the NN classifies one current or one of the future RBs’
as free or occupied. On the other hand, the RNN, as a more complicated method,
can detect and predict several following RBs but only for a single frequency range.
The CNN can perform the most complex calculations and classify multiple RBs in
time and frequency.

Each proposed algorithm receives slightly different input data based on RB en-
ergy values. A single input dataset for the NN algorithm consists of four values
that characterize a single RB: frequency index (values from range 0 — 49), time slot
index (values from range 0 — 79), energy value for the considered RB, and sum of
energies of neighboring RBs. Each element of an input sequence of RNN consists
of 3 values: time slot index, energy value, and the sum of neighboring RBs’ energy
values. In the case of the CNN algorithm, the input data is constructed as a 2D
image of which first dimension is frequency, the second is time, and pixels contain
RB energy values. Input images have three layers, similar to color images with three
RGB components. The first layer consists of the RBs’ energy values; as mentioned
earlier, the second layer contains frequency index values, and the third layer contains
time slot indexes.

The example of a CNN input data image is presented in Figure 3.1, where three
layers are combined into one CNN input picture.

Energy

frequency Combined layers into one image

time

FIGURE 3.1: The CNN input data. The input image consists of three layers: energy
values per RB, frequency indicator, and time indicator. The layers can be treated
as RGB components.

3.2.1 Proposed DL algorithms and data sets

Transmission detection is the decision regarding the present state of spectrum
occupation, i.e., at time moment ¢, while SU may be interested in predicting the
future states. For the prediction, the main issue is to decide on a future spectrum



58 Autonomous Deep Learning-Based Spectrum Sensing

50 100 150 200 25
time

350 400

FIGURE 3.2: First dataset - time- and frequency-correlated RBs occupancy.

state, i.e., at the one following or several following time moments in the time interval
[t,t + 7], where 7 > 0. This decision, however, is based on the current signal data,
i.e., collected at time moment t.

Although multiple well-known spectrum detection methods exist, ML algorithms
have proven useful in the SS area. Future spectrum state prediction is another area
in which machine learning performs well, thanks to its adaptability and ability to
find patterns in input data.

In the considered scenario, PU is a 5G Base Station (BS). SU detects this
signal and tries to decide (by employing ML techniques) on RBs occupancy in the
current moment and in the subsequent time slots. To this end, SU collects the
signal samples and calculates the energy for every RB in every first OFDM symbol
in a given time slot. With this information, SU tries to decide whether a slot is
occupied. By calculating the energy in a single OFDM symbol, SU has time to
decide and transmit in the remaining part of the time interval. However, it would
be beneficial to simultaneously gain knowledge of the occupancy of the same RBs
in the future time slots to prepare for longer transmission. The ML algorithms
proposed in the following aim at the RBs occupancy decision for the current and
six next time slots. The ML input data is calculated based on the energy values per
RB. The ML algorithms are trained separately for different SNR values.

Two cases of PU signals and resulting RBs occupancy are considered. The first
signal is a symbolic representation of the daily fluctuations in traffic intensity typical
to radio communication systems. Figure 3.2 presents a signal for 400 slots as RBs in
frequency and time. The yellow areas indicate occupied RBs, while the blue ones -
free (unoccupied) RBs. One can see that the spectrum occupancy is correlated with
time. Moreover, RBs occupancy in frequency is not uniform, which is dictated by
the fact that the channel may prevent effective transmission on specific frequencies
to some users. In the example presented in Figure 3.2, it is assumed that the PU
signal is more likely to appear in the middle frequencies and less probable in the
marginal frequencies.

The second case considered concerns a system in which data of the IoT devices
(e.g., telemetric sensors) are transmitted in the form of short packages and with high
periodicity. In such a case, the PU signal occurs in every cycle with high probability,
although devices hold back the transmission from time to time. Figure 3.3a presents
PU RBs occupancy in such a case. In addition to the IoT-device signals with a de-
terministic RBs occupancy, another PU signal presence is considered, characterized
by a random RB occupancy and specific correlation over time. The RB occupation
of two such PUs signals is presented in Figure 3.3b.

As mentioned before, three DL algorithms have been implemented. Figure 3.4
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(B) Random RBs occupancy by IoT-devices and random time-correlated
PU signals.

FIGURE 3.3: Second dataset - RB occupancy by IoT devices and time-correlated
PU transmission.

shows the structure of the NN model applied as the first. It consists of three dense
layers, preceded by a Softmax layer [20], which converts received data into probabil-
ity values. The first two dense layers consist of 10 neurons. The last dense consists
of two neurons.

Input data Qutput data

Dense - 10 neurons

Dense - 10 neurons

Dense - 2 neurons
Softmax layer

FIGURE 3.4: NN algorithm model

The NN is used here for classification problems, so as a loss function, Sparse
Categorical Cross Entropy [57] has been used. The output data consists of two
probabilities — the probability of a considered RB belonging to the ‘occupied’ cate-
gory and the probability of belonging to the category ’free’ (unoccupied). Those two
probability values sum up to one. To achieve a classification result for current RB
occupancy detection or for further RB occupancy prediction, separate NNs must be
trained. In the experiments shown in this section, detection and prediction from the
first to the sixth next time slot are performed. This requires creation of seven NN,
one for each application. The training process has used the Stochastic Gradient
Descent optimizer [155].

The next proposed RNN model consists of three LSTM layers [66]. A dropout
of 0.5, 0.3, and 0.2 is applied after each LSTM layer, respectively, to prevent over-
fitting. The last layer is a time-distributed dense layer consisting of 4 neurons. A
sequence consisting of 100 feature sets is provided as input. The output consists of
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a sequence of probabilities. The first probability value concerns the probability of
the current RB being occupied. The following three probabilities are used to pre-
dict the following RBs occupancy for the same frequency but in future time slots.
Since the RNN accepts one-dimensional data as the input, there is a need to train
separate RNNs for each frequency separately. The Adam optimizer [155] has been
used, with a learning rate of 0.001. As a loss function, binary cross-entropy has
been implemented. Figure 3.5 presents the RNN model.

Cropout 0.5
Cropout 0.3
Cropout 0.2
neurons
[Mone, 100, 7]

LIITITTITITTITITTITITTT
Cutput data
[100, 7]

Time Distributed
Dense layer - 7

Input data
[100 x 3]

[Mone, 100, 80]

[Mone, 100, 30]

[None, 100, 10]
I

F1GURE 3.5: RNN algorithm model

The last algorithm implemented is based on CNN. Figure 3.6 shows the model
of the proposed algorithm. This method accepts a spectrogram-like image of energy
values and other features per RB as input. The input data is padded with zero
values on the top, bottom, and right sides of the spectrogram. This network’s
output results are two two-dimensional layers of 50-by-7 pixels. This means the
results are detection and prediction for each of the 50 frequencies for the current
and next 7 time slots. One pixel represents one RB.

The created CNN model consists of four convolutional layers. The first one has
8 kernels (filters), 9-by-80 pixels in size. This layer returns an image of the same
size as the input. The second layer uses 16 kernels of size 5-by-50, and the third one
uses 32 kernels of size 3-by-25. The growing number of kernels in each layer ensures
better recognition of any more abstract features of input data. The output layer
has only two kernels, each for every RB’s occupancy category - free or occupied.
The filters are 1-by-27 to ensure a proper output image size. Each layer uses the
rectifier function (ReLU) as an activation function, except for the last layer, which
uses the Softmax function. The Adam algorithm is implemented as an optimizer
with a learning rate equal to 0.0001. Because the output consists of two categorical
probabilities, the Sparse Categorical Cross entropy is used as a loss function.
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FIGURE 3.6: CNN algorithm model

Additionally, a baseline algorithm called PA for prediction is proposed to evaluate
whether DL algorithms introduce any improvement in prediction. This primitive
method uses detection results of DL. It assumes that all RBs for a given frequency
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in every future time slot will have the same occupancy state as those that have just
been detected. This simple (primitive) prediction method can provide good results
if the spectrum is occupied most of the time or in continuous time groups of RB.
The latter case is valid for both of the considered datasets.

3.2.2 Simulation Experiment
Simulation Setup

Below, a particular scenario is considered in which an unlicensed user SU aims
to detect and predict 5G transmission activity of the licensed 5G users PUs in time
and frequency. The PU’s transmission occurs over a 10 MHz band comprising 50
RBs. Every RB consists of 7 OFDM symbols transmitted in a 0.5 ms slot over 12
subcarriers. The energy values (which are used for DL input) are calculated only
for the first OFDM symbol in each RB. Two cases of PU transmission have been
simulated as described in 3.2.1. The PU’s signal received by SU is distorted by
the fading channel modeled according to 3GPP Extended Pedestrian A model [153]
model for which Doppler frequency is equal to 0 Hz.

In the experiments, SU trains its DL models specialized for a given SNR value,
similarly to the algorithms presented in Chapter 2. Experiments have been con-
ducted for different SNR values to test the performance of the algorithms on SS and
SP.

For all of the considered DL algorithms and their corresponding PA results,
plots of Py and P, for a range of SNR values have been obtained. To facilitate the
interpretation of the results, the bar charts have been drawn of the probabilities Py
and P, for each of the prediction steps. These charts are created for the highest
SNR value, with the most significant difference between DL and PA. Additionally,
an overall measure of improvement - a total difference between both probabilities
has been determined according to the formula:

Dtotal = PdDL - PdpA + PfapA - PfaDL7 (31)

where Dy, is a total evaluation measure, Py, , Pray, , Papy, Prap, are probabilities of
detection and false alarm for a DL algorithm applied to SS and SP and respectively
for DL-based SS and PA-based SP.

Simulation Results

First Dataset. Results for the first dataset have been achieved by applying all
of the proposed DL algorithms. Figure 3.7 shows plots of probabilities of detection
and false alarm for detection and prediction for the succeeding time slots. In this
and the following figures, ‘pred’ in a legend means the number of the succeeding
time slots subject to prediction. It is also called the prediction horizon or prediction
step. Figure 3.7a shows the results for the proposed NN algorithm, i.e., for NN-
based SS and NN-based SP, while Figure 3.7b contains results for NN-based SS and
simple (primitive) SP based on PA. It can be observed that for low SNR values,
the NN algorithm can achieve a probability of detection equal to around 50% while
keeping lower values of probability of false alarm around 20 %. Typical detection
algorithms like the ED method usually achieve the same values of the probability
of detection P4 and the probability of false alarm F;, for low SNRs, so the results
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FIGURE 3.7: Probability of detection and false alarm vs. SNR for NN-based SS
and prediction for the first dataset.

achieved by NN are beneficial. However, P, and P, could still be considered
high depending on the detection and prediction requirements for transmission. The
results for spectrum detection and prediction for both NN-based SP and PA are the
same for low SNR. This is a common rule for all results presented in this section. For
low SNRs, the noise prevents time-dependent sequences from being found. Hence,
there are no differences in the detection and prediction results. Because there are
some dependencies on resource allocation in time, a significant difference between
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Py, and P, and between Py, and Fp,, can be observed. The results of NN-
based and PA-based SP for high SNRs are similar, although PA shows a slight
advantage.

The differences in the results for NN-based SS and two types of prediction (NN-
based and PA-based) for SNR=12 dB are easier to spot in Figure 3.10. There, the
blue bars correspond to Py, (in the upper plot of this figure) and P, (in the
lower plot) when both SS and SP are based on NN. The grey bars overlapping the
blue ones represent results (Py,, and Py, respectively) obtained for NN-based SS
and PA-based SP. It can be observed that both Py, and P, for all predictions
are lower than Py, and P, . Figure 3.11 presents the overall prediction evaluation
measure Dy, as defined by equation (3.1) as well as another measure Dj ., defined
later in this section by equation (3.2).

The results of RNN-based SS and SP are presented in Figure 3.8. Here, the
differences between RNN-based and PA-based SP are more visible than in the case
of the application of NNs. Especially Py, is significantly higher for RNN-based
prediction than Py, (for PA-based prediction) in the next second and third slots.
The gap between Py, and Py, and between Py, and P,,, for low SNRs is even
more substantial than for the applied NN algorithm. Here, P, and P, remain
at the 20% level, while Py, and Py,, reach 70%. For high SNR values and a larger
number of prediction steps, RNN-based and PA-based prediction results are also
compared in more detail in Figure 3.10.

The results of the application of CNN for SS and SP are presented in Figure 3.9.
It could be expected that CNN would work as well or even better than the RNN
algorithm. The achieved results prove it is true. Py, and Py,, for high SNRs are
almost as high as in the case of RNN application, and P, and P, values are
even lower. Although the Py, and P,,, values for low SNRs are not as high as
for RNN-based SS and SP, the P, and P, values are lower, and the differences
between Py, and P, and between P,,, and P, remain equal to around 50%.

As mentioned above, all the detection and prediction results for high SNR are
compared collectively to evaluate which algorithms work best on the first dataset.
In Figure 3.10, one can observe Py, and Py,, (upper plot) as well as P, and P,
(lower plot) for each of DL algorithms and their corresponding PA (for spectrum
prediction) at SNR=12 dB. Each of the DL bars has a corresponding overlapping
grey PA bar. It can be observed that PA-based SP results are dependent on the
DL algorithm used for spectrum detection (SS). For instance, PA-based SP is
significantly worse when NN is used for spectrum detection than in the case when
RNN and CNN are used for SS, although all three DL algorithms have very similar
results for spectrum detection alone (prediction step equals zero). The probability
of false alarm for NN-based SS and PA-based SP (P,,) grows much faster with
each prediction step. In fact, for the sixth predicted slot, the values of F,,, and
Py, are only 15% apart.

Note that NN P; results are usually a few percent worse than PA results, but
since P,,, values grow fast with each prediction step, Py, reach lower values,
although it is still higher than P, of other DL algorithms. It is also quite clear
that RNN achieves the best Py results, but the best P, results belong to the CNN
algorithm. Either way, both methods work comparably for the first dataset.

Figure 3.11a shows how each of the DL-based SS and SP algorithms perform
compared to the same DL-based SS and PA-based SP. These results were obtained
using equation (3.1). The negative values of the bars indicate that the PA-based SS
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FIGURE 3.8: Probability of detection and false alarm vs. SNR for RNN-based SS
and prediction for the first dataset.

is better than DI-based one for a given prediction step. Figure 3.11b also compares
DL-based SP with PA-based SP, however here, the latter is always assumed to
have the input from CNN-based SS. This is because out of all PA-based prediction
algorithms, this one has the best performance in terms of the difference between Py,
and Pp,,,. In other words, Figure 3.11b presents the following evaluation measure
/ .
total*

1,;otal = PdDL - PCIIPA + PfaPA - Pf/aDL’ (32)
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FIGURE 3.9: Probability of detection and false alarm vs. SNR for CNN-based SS
and prediction for the first dataset.

where Py, Py, are probabilities of detection and false alarm respectively for a
CNN algorithm applied to SS and PA-based SP. It is visible now that NN-based SS
and SP is the worst-performing algorithm when D;_ ., metric is considered.

Second Dataset. As a second dataset, signals from IoT devices have been con-
sidered. Unlike the results of the first dataset, this time, the gap between Py, and
Py, and between Py,, and P, for low SNRs for all considered DL algorithms is
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small. Figure 3.12 presents NN-based SS and spectrum prediction results based on
NN and PA. For low SNRs Py, and Py, equal only around 12%, while P, and
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FIGURE 3.12: Probability of detection and false alarm vs. SNR for NN-based SS
and prediction for the second dataset.

Prap, equal 5%.

Analogously, Figure 3.13 presents results for the RNN-based SS and prediction
based on RNN algorithm or PA. Similarly, as in the case of the first dataset, for
the second dataset, RNN-based algorithms perform better in terms of the achieved
values of Py, , Pipys Prap, and P, than NN-based ones. The RNN is better suited
to recognize signal patterns despite noise and random signals. For low SNR values,
it is not possible to associate a specific time with a higher or lower intensity of
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FIGURE 3.13: Probability of detection and false alarm vs. SNR for RNN-based SS
and prediction for the second dataset.

the communication traffic. However, predicting the deterministic and periodic RBs
occupancy is still possible, hence the gap between Py, and P, and between Py,
and P, is around 20%. It should be noted that for high SNRs, and for prediction
steps from 1 to 3, the values of P, are lower than P, .

Figure 3.14 shows analogous results achieved with the application of CNN. In
this case, the differences between the CNN-based and PA-based SP results can be
seen more clearly than before. The advantage of the CNN algorithm for spectrum
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prediction over PA is visible in the high SNR region, i.e., Py, relative to Py,, grows
with each prediction step and P, is much lower than P, .
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FIGURE 3.14: Probability of detection and false alarm vs. SNR for CNN-based SS
and prediction for the second dataset.

Similarly, as in the case of the first dataset, the comparison of the considered
algorithms for SS and SP in terms of the probability of detection and false alarm
for SNR=12 dB and for multiple prediction steps has been collectively presented in
Figure 3.15. As previously, the upper graph presents Py, for each DL-based SP
and the corresponding Py, for PA-based SP. The lower graph shows P, for each
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DL-based SP and the corresponding P,,, for PA-based SP. The CNN algorithm
appears to be the best choice in terms of the probability of detection and false
alarm performance in comparison to the other two algorithms, which is also visible
in Figure 3.16 showing the evaluation measure Dy, defined by equation (3.1) and
Dy ;. defined by equation (3.2). Moreover, the NN-based SP does not outperform
RNN-based PA for any prediction step higher than 0, although it does outperform
PA-based prediction results based on the input from NN-based SS.
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FIGURE 3.15: Probability of detection and probability of false alarm vs. the pre-
diction horizon (prediction step) for SNR = 12 dB and the second dataset.

3.3 New DL Algorithm for Spectrum Occupancy
Prediction Combined with Fading Level
Estimation

In this section, the author focuses on SS and future spectrum occupancy predic-
tion, or simply: SP. At the same time, to improve SS/SP results, the fading channel
distortions are estimated by the ML and incorporated in the overall new proposed
algorithm. SS/SP and channel fading estimation are assigned to separate dedicated
modules using CNN. (Note that CNN proved to be the best fitting method for SS
and SP in the considered 5G scenarios.) For this purpose, two-dimensional ma-
trices (which can be interpreted as images) of energy values observed in time and
frequency dimensions are formed.

In the proposed approach of the author, the SU first calculates the signal energy.
Noise estimation is not mandatory, as the calculated energy is not compared with
any threshold while deciding on the availability of the spectrum. The SU can only
use free spectrum resources when PU is not transmitting, as the protection of PU’s
transmission is a priority in the considered approach. However, signal fading in the
channel between PU and SU may mislead the SS algorithm and result in known
hidden node effect, i.e., result in faulty detection of the spectrum availability in a
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FIGURE 3.16: Evaluation measure Do, and Dy,

given band, reuse of this band by SU and generated interference corrupting the
PU transmission. To prevent this effect, the author proposed a novel algorithm
that combines SS and SP with fading channel evaluation. Knowledge of fading
level assesses the quality of signal reception. If a given set of spectrum resources
is strongly faded, it should not be decided as free (unoccupied). The proposed
SS algorithm forces SUs to avoid transmission in a given frequency band if the
channel is predicted to be in a state of strong fading. Thus, it protects the PU
transmission more effectively than standard SS/SP. To perform both SS/SP and
fading evaluation, the author designed an algorithm that uses two CNNs for both
problems. Additionally, a considered scenario includes more than one PU (which
can be a more typical situation, although, in most papers, it is not considered).
Experiencing different channels (and fading effects) with different PUs, an SU aims
at protecting all PUs transmissions and simultaneously finding free resources for its
use.

3.3.1 Proposed CNNs-based algorithm and data set

As in 5G, high flexibility in RBs assignment is guaranteed due to the flexible
numerology; the goal is to opportunistically make use (by SU) of the spectrum gaps
(created by PUs). Thus, let us now consider the scenario that includes SU located in
an area where it can simultaneously receive multiple PUs’ 5G signals experiencing
different channel conditions (e.g., transmitted in the uplinks (ULs)), and narrow



72 Autonomous Deep Learning-Based Spectrum Sensing

‘|.' i "‘i”m‘

frequency

ln.‘ Jlr
II'-I'I [ "II JlFI Ilill
AL .u*!!fiﬂ 'h'lf!.f;.;."'?.: f f 'ij i

100 300 400 500 800 700 800
time

FIGURE 3.17: Generated examples of one of the PU’s RBs occupation in time and
frequency domain.

frequency

100 200 300 400 500 600 700 800
time

FIGURE 3.18: Visualization of fading channel (between the SU and one of the PUs)
effect on all RBs.

the considerations to two such PUs. It is assumed that both PUs’ signals are of
the same priority and SU has to protect their transmission, so when the prediction
indicates that the spectrum is not (or will not be) available, the SU has to stop
its transmission or select another predicted time-frequency gap. However, once the
spectrum has been detected /predicted as available, the SU may start allocating and
using resources in the identified time-frequency gaps. It is also assumed that both
PUs use the same spectrum band, and their resource allocation can overlap. The
example of the traffic simulated during the experiments and generated by a single 5G
PU is shown in Fig. 3.17, where the yellow color indicates the presence of PU data at
a given RB, and the blue — the absence of PU signals. In the considered scenario, the
RBs used for transmission occur in groups, a common way of allocating resources in
5G/6G. This means there is a higher probability of occupied RBs adjacent in time
and frequency domains. The ML algorithm is supposed to recognize this dependency
and determine the time and frequency probability distribution of RBs occurrence.

As mentioned above, the resource allocation methods introduce patterns into the
signal. The considered signal is transmitted through a multipath wireless channel
that introduces effects like shadowing and fading. The channel’s influence on each
RB (again for a single exemplary PU) is illustrated in Fig. 3.18. The darker-colored
areas indicate a stronger fading. The multiple (two) PUs, and their channels’ impact
on the signal received by SU is presented in Fig. 3.19. Here, one can observe summed
energy in RBs of two PUs signals distorted by their corresponding channels and
received by SU.

In the proposed scenario, SU is moving in an area with constant mean SNR
values of both PUs’ signals. The instantaneous SNR signal value for a given RB
depends on the fading effect. Additionally, the shadowing effect impacts the value
of SNR.

In the following, the author proposes an algorithm capable of detecting and
predicting signals in the presence of fading. The author employs one CNN (CNNy)
to detect (SS) the presence of the signal in a given moment and also to predict
(SP) the possibility of its appearance in the upcoming RBs. The level of fading
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FIGURE 3.19: Received signal energy originating from two combined PUs’ trans-
missions affected by their fading channels (energy values per RB).

is also estimated at a given RB (and the upcoming RBs) by using another CNN
algorithm (CNNy). Both models accept the same type of input data in the form
of spectrogram-like images in which pixels contain energy values (EV). The CNN
models are presented in Fig. 3.20. CNN; model (left) makes separate decisions on
the occupancy of all frequencies for the current RB and the three upcoming RBs.
CNN; (right) evaluates the fading level in the same time and frequency band for
the same RBs as CNN;. The training labels for CNN; contain binary values that
represent the occupancy status of the resource. For calculating the CNNj labels, a
signal with all RBs occupied has been generated with the same channel as the signal
used as input in both CNN; and CNNs. The training labels for CNN, contain values
in the range < 0,1 >. They were generated as normalized energy values calculated
per RB.

In order to combine the output decisions of CNN; and CNN, into one improved
SS/SP result, it is crucial to determine what fading limit value should indicate
automatic protection of the potential PU transmission that could not be detected
due to strong fading. The best limit value, the fading threshold (thr), is chosen to
ensure the maximum possible probability of PU protection and minimum possible
loss in SU opportunities to transmit. This threshold value is chosen separately
during the learning process and during the testing phase, it stays constant.

Combining both CNN results, a joint occupancy decision was created that was
equivalent to deciding whether SU can transmit on specific spectrum resources. The
algorithm scheme is presented in Fig. 3.21.

3.3.2 Simulation Experiment
Simulation Setup

To perform experiments, the author has simulated 5G downlink signals as PUs’
transmissions. Transmission occurs over a 10 MHz band comprising 50 RBs. Every
RB consists of 7 OFDM symbols transmitted in a 0.5 ms slot over 12 subcarriers.
The energy values (which are used as CNN input spectrogram data points) are
calculated only for the first OFDM symbol in each RB. This approach leaves time for
decision-making and potential transmission during the time of the rest of the OFDM
symbols. It is worth adding that the performance of SS using energy values collected
over more OFDM symbols has been tested, and the benefits of this approach were
negligible. The considered downlink signal appears randomly in the time and the
frequency domain, although the occupied RBs appear grouped, which is typical for
the 5G systems to avoid spectrum fragmentation. The signal received by SU is
distorted by shadowing and multi-path fading. The Extended Vehicular A model
[153| with a Doppler frequency equal to 50 Hz is used as the fading channel model
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experienced by SU. Matlab software has generated the signals and the channel
effects affecting those signals.

It is assumed that SU can train its own CNN models, or it can download them
from an external source. A given CNN model has been trained for a specific range
of SNR values.

The CNN; model uses the rectified linear unit function as the activation function
for all layers except for the last layer, where the softmax function is used. Since
detection is the categorization problem, the Sparse Categorical function [41] is used
for the loss calculation of this model. The Adam optimizer [82] with a learning rate
of 0.0001 is used in the learning process. This optimizer with that learning rate has
yielded the best training results during tests run to find the best training setup. As
the result of the CNN; model, the occupancy probabilities of each considered RB
are calculated, which then are discretized to 0 and 1 values, where 0 means that a
given RB is not occupied and 1 means that it is occupied. It is assumed that SU
can train its own CNN models, or it can download them from an external source.
A given CNN model specializes in a combination of one set of SNR values.

CNN; model uses sigmoid functions as activation functions in all layers. Simi-
larly, as in the CNNy, the Adam optimizer is used, but with a larger learning rate
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equal to 0.001. As a loss function, the mean squared error is calculated.

The fading level is represented by a value scaled to the < 0;1 > range. Value 0
denotes the lowest possible fading level observed, and 1 represents the best PU-SU
link conditions. The method of finding the best thr value is described later in the
chapter.

To obtain representative results, the 45 locations of SU have been picked. Each
location is characterized by different mean SNR (resulting from the shadowing)
values of PUs signals combination and the fading channel. The SNR values used in
the simulation range from -20 dB up to 20 dB with a granularity of 5 dB.

Evaluation methods

The probability of correct detection and the probability of incorrect positive
detection (probability of false alarm) are used as metrics for the evaluation of the
proposed algorithm. The goal is to maximize the overall value Py, which measures
how well the transmission of PU is protected. At the same time, P, should be
minimized because the small value of this metric ensures the most SU transmission
opportunities.

Thus, to find and evaluate the best fading level threshold thr, the author pro-
poses to maximize the weighted increase in the probability of detection and decrease
in the probability of false alarm, i.e., to find thr, such that:

argmax(a - (P{"" — Py +b- (P = PR, (3.3)
where PdCNN1 and PfSNNl are the probability of detection and the probability of false

alarm which would make up a result from using only the CNN; outcome as a final
decision. P and P are the probability of detection and the probability of false
alarm, which would make up a result if a fading level threshold value would be
equal to thr, and the CNN; and the CNN; decisions would be combined according
to the proposed algorithm. The coefficients a and b are used to emphasize either
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the subtraction of the probabilities of detection or the subtraction of probabilities
of false alarm. If the first subtraction is set to be more important (¢ > 1), it means
that the protection of the PU’s signal is more important. If, on the other hand,
g > 1, more emphasis is put on maximizing SU’s transmission opportunities. In
the experiments, factor b has been set to a constant value of 1. The author has
considered factor a (further referred to as PU-protection parameter) to be either
equal to 1 or given by the so-called logistic function dependent on PU’s SNR. values

and detection/prediction stage:

1 1
pred + 1 . 1+ ek(eﬂ/sl-sz)'

The logistic function given by equation: m is shifted by ~ and scaled by

a = f(Sh 827p7ned) =7 + (34)

zﬁdﬂ' The logistic function was chosen for a parameter in order to put more em-
phasis on PU’s protection for higher SNR values. The parameters used in equation
(3.4) are defined as follows:

e 51,5 are SNR of one of the PUs (PU;) and the other PU (PUsy) accordingly.
SNR (|dB|) values from are from the considered range < —20dB,20dB > and
are scaled into a linear range < 0,40 >

e pred indicates detection (pred = 0) or spectrum occupancy prediction horizon,
also called the prediction step (pred = 1,2 or 3 for next RB, RB after that,
and RB after that, accordingly).

e 7 is a parameter assumed to be equal to 1.1 in the simulation. The value ~ is
used for regulating parameter a influence in equation (3.3).

e 0 sets a function midpoint. It regulates the influence of factor a depending on
SNR value. In the considered scenario, 6 = 20.

e kis a growth rate of the steepness of the logistic function curve. The assumed
value k = 0.25

The above parameters were determined experimentally. Finding the optimal pa-
rameters is a separate issue, an interesting challenge for future work.

The purpose of function f(s1, 2, pred) is to keep parameter a value regulated to
increase PU’s transmission safety, with minimum costs in Py,. Figure 3.22 presents
this function versus s; = s, and for pred = 0,1,2 and 3.

Simulation Results

First, SS results have been generated only by CNN;. Figure 3.23 shows PfNNl

and PngNl results for SS (pred = 0), and prediction for pred = 1, pred = 2, and
pred = 3. The received signal combines two PU signals. The PU;’s signal SNR is
constant and equal to 20 dB, and PUy SNR varies in range from -20 dB up to 20
dB. Results for a combination of signals, which always have the same mean values
of SNR, are presented in Figure 3.24. When comparing these two figures, one can
observe that the results presented in Figure 3.23 are better from the lowest SNR up
to -5 dB. This is because a much stronger signal sometimes overlaps with a weaker
signal in resource allocation. The much easier detection of the stronger signal makes
detecting occupied resources possible partially, as well as for the weaker signal, even
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FIGURE 3.23: Probability of detection, correct prediction, and false alarm at the

output of CNN; (PYNN1 PN for SNR of PU; equal to 20 dB and SNR of PU,
varying in range from -20 dB to 20 dB.

though it is purely by chance. The results of Pf N1 and PfSNNl in both figures reach
the same values for SNR equal to 15 dB and higher. This is because in Figure 3.23
PU, has a mean SNR value similar to PU;’s 20 dB.

Figure 3.25 has been created for equal SNR values of PU; and PU, by combining
CNN; and CNN, decisions and applying chosen thr. The threshold has been calcu-
lated using equation (3.3), where a = 1 (recall that b = 1 is set for all experiments).
The first noticeable thing that can be observed is significant growth in Py and P,
for the lowest SNR values. This happens because for low SNR, focusing on PU
transmission protection is beneficial, especially since the chances of detecting free
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resources are low. The proposed algorithm enables that. Another noticeable thing
is improvement in overall performance, especially for higher SNR, mainly for F,,
which has been lowered. This indicates more transmission opportunities for SU.

To compare the author’s proposed algorithm with channel fading estimation with
the application of CNN; alone, Figure 3.26 is presented. The values presented on
this bar graph represent the gain of applying the proposed algorithm defined as
follows:
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FIGURE 3.26: Proposed algorithm gain over CNNj-only SS/SP (SNR of both PUs
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fa

where PY™N and PEN' are resulting of SS performed by CNN; and P and P
are calculated as a result of the proposed algorithm performance. The gain is the
lowest for the lowest SNR and grows with SNR. For pred = 0, little gain has been
observed for the lowest SNR values. The best improvement in SP (by applying the
author’s proposed method) is observed for pred = 2. This is because of a relatively
high probability of false alarm in the case of SP based on CNN; alone that has been
reduced by up to 10% in the case of the proposed algorithm with fading estimation
and prediction. The proposed approach improved the detection and prediction by
up to 13% for the highest considered SNR.

Finally, the last set of results shows how the the value of a affects P{"" and P
Figure 3.27 presents results for equal SNR of PU; and PU,. However, this time,
the parameter a has been established using equation (3.4) (again recall that b = 1
is set for all experiments). It can be seen that for the lower SNR region P{"" and
P remain high in the wider SNR range and for higher pred values. This results
in higher PU protection in the case of worse signal detection conditions. Figures
3.25 and 3.26 show how different approaches to thr determination can affect either
higher PU transmission protection or higher SU transmission possibilities.

3.4 Chapter summary

In this chapter, the DL algorithms have been considered to improve autonomous
SS above the performance achieved by classification methods discussed in Chapter 2.
Moreover, DL has been used for prediction future spectrum occupancy, and for
fading level estimation.

In the first part of the chapter, three DL algorithms have been designed and
examined, namely NN, RNN, and CNN. Two data sets have been tested, chosen
to represent the time- and frequency-correlated traffic with random RBs occupancy
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FIGURE 3.27: Probability of detection, correct prediction, and false alarm at the
output of the algorithm combining CNN; and CNN; decisions and applying thresh-
old thr (P, Pty for equal SNR of PU; and PU, after fading level estimation.
Parameter a established using logistic function (3.4).

and the IoT-device traffic with periodic RBs occupancy on top of the time-correlated
RBs occupancy. All three algorithms have been applied not only to spectrum de-
tection but also to spectrum occupancy prediction. They have been compared to
the simple prediction algorithm (called the Primitive Algorithm (PA)) based on the
output from the respective DL method and simple repetition of these decisions for
the succeeding time slots. The evaluation of all proposed algorithms leads to the
conclusion that CNN-based SS and SP is the best-fitting method in all experiment
scenarios. It results in the highest probability of detection and the lowest probability
of false alarm for all respective prediction horizons and SNR regions. Thus, further
experiments on CNN application in SS and SP were performed and examined in the
second part of the chapter.

In the second part of the chapter, the author has proposed and examined a
new CNN-based algorithm for improving the spectrum sensing and prediction of
spectrum occupation in a 5G downlink transmission scenario. Additionally, she
combined CNN-based SS/SP with CNN-based fading level estimation and applied
an optimized threshold to the signal fading level in order to reject decisions on
unoccupied RBs in the case when these RBs experience deep fading. In this way,
the potential PU transmission that could not be detected due to strong fading is
automatically protected. Despite the diversity of the received PUs signals and their
fading patterns, the improvement in the SS and SP performance has been achieved.
This, in consequence, allows us to maintain or improve PU’s transmission protection
from the interference caused by SUs while increasing SUs transmission opportuni-
ties. The main advantage of the proposed solution is an upswing in spectrum occu-
pancy prediction performance, which will facilitate SU preparation for prospective
transmission and further improve the effectiveness of secondary spectrum reuse and
spectral efficiency in a given area, time, and frequency band.

In conclusion, DL algorithms, and mostly CNNs, proved to be a valuable and
versatile tool for estimating occupancy state of frequency resources.



Chapter 4

Federated Learning for Cooperative
Spectrum Sensing

ML-based SS using autonomous sensors has limited reliability due to distor-
tions of a wireless channel. However, if frequency-selective fading dependencies can
be uncovered (within the channel coherence time), the probability of misdetection
can be reduced. Alternatively, a centralized ML approach would require extensive
training datasets with high-resolution localization data, which may be impractical
to acquire.

The individual sensing performed by each SU and employing ML is computa-
tionally complex and may need to be more accurate. This is because ML algorithms
require considerable training data to recognize the time, frequency, and location de-
pendencies existing in the transmitted and received signal. The end-user terminal
usually does not have enough computing and memory resources to store and process
the volumes of training data required to train an ML algorithm. Another problem in
individual sensing is in obtaining labeled data for supervised learning. In practice,
the end user (individual SU) cannot produce their own labeled data, so a need to
download them from an external server appears. This approach is also impractical,
requiring communication resources and data download time. The delay in down-
loading the data may cause them to be useless when a mobile SU changes location,
which would require retraining the ML model and a new training dataset.

Thus, the ML model creation stage should be delegated to more computationally
capable (centralized) devices so that SU could benefit from intelligent SS methods
without spending time, energy, and computational resources on the ML model train-
ing. The popular idea is to employ Cooperative Spectrum Sensing (CSS), where SUs
exchange their sensing results or collected data to decide cooperatively on the cur-
rent spectrum state. This approach solves the problem of generating an ML model,
which the elected end-user device, fusion center (FC), or central server can create.
However, it still needs to answer the problem of collecting labeled data by SUs.

A promising solution to the abovementioned problems is Federated Learning
(FL), an iterative procedure in which edge devices (called FL nodes) create their ML
models on their local data. The created models are then exchanged in a centralized
or decentralized manner to create one common ML model that can be shared among
the mentioned devices. FL nodes then adjust the standard model to their local data,
and the process of local training, exchanging models, and creating the standard
model is repeated. This method has many advantages:

1. Tt allows to supply the incoming SUs with an ML model suited for their current
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wireless environment and locations without the SUs needing to collect data.
2. It is robust against the changing radio environment conditions.

3. It limits the information volume exchanged between SUs and the FL server
and provides data privacy by design (only the models’ parameters need to be
exchanged instead of raw data).

Whenever SU changes its location or the radio channel quality changes, it receives
a new ML model adapted to the channel state.

The FL algorithms have been applied in various contexts related to wireless
networks. For example, in [187], the client selection and bandwidth allocation for
wireless FL networks are discussed, and the authors concentrate on the long-term
resource allocation perspective. An interesting analysis of non-independent and
identically distributed (non-IID) data processed in dynamically changing wireless
networks is presented in [204], where the averaging scheme is proposed to reduce the
distribution divergence of such kinds of data. Next, in [193], energy efficiency is dis-
cussed in the context of federated learning over wireless networks. A good summary
of the challenges and opportunities for wireless federated learning is provided in
[23]. Referring to SS, in 2019, the authors of [168| proposed the application of FL to
spectrum access system for the Citizens Broadband Radio Service band system. In
particular, evaluating their non-coherent spectrum-sensing system called FalR (Fed-
erated Incumbent Detection in CBRS) showed that FL-based solutions may obtain
an improved detection model compared to a naive distributed sensing and central-
ized model framework. One of the recent papers [33| deals with introducing the
FL framework for CSS and proposed FL-based SS. Only the two abovementioned
articles relate to SS.

As mentioned above, the FL algorithm can be centralized or decentralized [112].
The centralized FL means that one central server orchestrates the process, i.e.,
manages FL nodes and creates a global ML model. In decentralized FL, there is
no central server, and the participating nodes must coordinate among themselves
to create a global model. In this chapter, the author of this thesis considers the
centralized version of the FL algorithm. She presents her original contribution to
the unexplored field of the application of FL to SS. In Section 4.1, the basics of
the FL-based SS method are described. Next, in Section 4.2 details of the new FL
algorithm proposed by the author for SS in the diverse wireless environment condi-
tions is presented. This is followed by the description of the computer simulation
experiments and their results in Section 4.3. Research results and key findings are
summarized in Section 4.4.

4.1 The basics of FL-based SS

As already mentioned, the issue with SS by individual agents is limited relia-
bility; the quality of decisions is affected by the agent’s specific radio environment,
limited computational and memory resources, as well as limited availability of la-
beled datasets (so there is a need to download them from an external database,
which may introduce errors and delay). FL is a concept that can resolve the prob-
lem of handling distributed datasets. In this case, all the training data are collected
(or measured) locally, train local models and only their weights (or parameters) are
transferred to the central FL server. Such an approach reduces the required radio



4.2. New algorithm for FL-based SS 83

resources (bandwidth, time, and energy) and the data processing latency by sending
only the model parameters instead of the raw data stream [121].

FL is an iterative procedure employing edge devices (sensors onboard CR User
Equipment (UE)s, called FL nodes or FL agents) that develop their ML models
based on locally measured data. The local models are then exchanged in a central-
ized or decentralized way to create one aggregated model shared among the devices.
In the case of the centralized approach, locally developed model parameters, either
all of them or only the ones that define some parts of a model (e.g., distilled models’
parameters [33]), are transmitted to an FL server, where the aggregated (standard)
model is created. FL nodes then adjust the corporate model to their local data,
and the process of local training, exchanging models, and aggregating them is re-
peated (see Fig. 4.1, where FL nodes are considered CRs). Apart from the model
aggregation, the FL server may also be in charge of FL node clustering, reflecting
the location-specific availability of spectrum resources.

PU

FL server

Model
aggregation

——» Model update
*™ Model distribution

FIGURE 4.1: Federated learning for spectrum sensing.

Apart from the advantages mentioned above, FL-based SS provides a new in-
coming CR UE with a spectrum-occupancy-reflecting model suited for its current
wireless environment and location without the need to collect data and train a
model. It can also adapt to the changing radio environment. Whenever the radio
channel quality changes for a CR UE, it receives a new FL model adapted to the
channel state.

4.2 New algorithm for FL-based SS

4.2.1 Selecting the individual sensors’ ML method for
spectrum sensing and prediction

When analyzing the specific features of the transmitted downlink signal (in terms
of the periodicity, which the ML tools can reveal), one can observe that some oc-
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curring patterns characterize it. In the context of large time scales, the intensity of
the traffic fluctuates periodically, following daily changes in resource requirements.
However, on a short time scale, one can notice that adjacent RBs (both in time and
frequency) are used for transmission, creating the RB group or their concatenation.
It means that RBs typically occupy a solid frequency band.

The data used during the training and testing phase consist of three values:
the energy measured per RB and the frequency and the time denotation per RB
(time-frequency coordinates of RB). These three values can be presented as two-
dimensional tables (pictures) and combined into three layers of one picture (or Red,
Green, Blue (RGB) color-model components of an image). This representation
makes it possible for Convolutional Neural Network (CNN) to process and find
inner dependencies in the input data because the considered signal shows the cor-
relation in both time and frequency. The additional two layers of frequency and
time data emphasize those dependencies and make it easier for CNN to find and
predict repeating patterns in time and frequencies that are potentially used more
frequently.

It is assumed that the FL nodes can use the collected data to perform ML, namely
CNN-based learning, which can extract information in an RB from the surrounding
(in time and frequency) RBs that are not affected by the Rayleigh fading in a
given moment and extrapolate decisions regarding occupancy of these RBs onto the
currently faded RBs. This is why the preference of CNN over simpler algorithms
such as kNN or DTs or the even more complex RNN is in place. For kNN and RF
to achieve the same results, additional data would be needed for each RB. These
data should consist of not only energy, time, and frequency characterizing a given
RB but also information on the energy of adjacent RBs. The more information
on the energy of closer RBs, the better. To take into account the history of the
signal, the energy value of RBs appearing a few time steps in the past should also
be considered. The complexity of input features needed per RB grows when a less
complex algorithm is chosen. The DL RNN algorithm can also be a good choice,
and the results are comparable. However, because CNN naturally works on two-
dimensional data, the author decided to employ it for the proposed FL-based time
and frequency sensing.

4.2.2 Creating the FL model

Below, the FL algorithm is proposed by the author of this thesis for the 5G
spectrum sensing. The learning algorithm has four major steps repeated iteratively.
In the first step of the ith iteration, clustering of FL nodes is performed, i.e., the
grouping of sensors that experience similar channel conditions expressed in mean
SNRs. Here, the author proposes the k-means clustering algorithm [100] based on
the mean SNR values estimated by the FL nodes. It is assumed that these values
are transmitted to, and are known by the FL server. As a result, the FL server is
aware of the clusters.

In the second step of the ith iteration, the sensors in clusters receive the corporate
models’ weights W%~ common for each sensor in cluster ¢ € C?, where C' is a set of
clusters in the ith iteration, and aggregated in the previous (i — 1)-th iteration. In
the case of the first iteration, i.e., before the aggregated (federated) models exist,
the sensors have to create and train their individual models independently. It is
assumed that the FL nodes use CNNs of the same structure.
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After the second step, the corporate CNN model becomes a new standard for
each cluster of FL nodes (except for the case of the first iteration discussed above).
Then, in the third step, the local models are modified at the FL nodes by training
based on new locally collected data. The training of the received CNN model is
performed in each FL node by calculating new weights w’ for each sensor s, where
at the second step the initial value of w’ equals W' and s € S! is the index (or
identifier) of a sensor in the cluster ¢ in algorithm iteration 4, and S’ is a set of these
sensors. The cardinality of set S! (the number of sensors in the cluster c¢) is denoted
as N!. Training modifies the weights of the federated model received W' to get
w' that minimize the loss function [’ (X! Y w'), where X’ defines the collected
training data, and Y, is a classification target (set of labels of the training data).
The loss function is selected according to the training data used and the problem
for which the ML model is applied. After this training phase, all the weights of the
modified CNN models are transmitted back to the server.

In the final (fourth) step, the FL server merges the individual CNN models. The
resulting global model for a given cluster is created by applying federated averaging,
which means that the weights of the corporate cluster-specific model are equal to
the average of individual CNN model weights received from FL nodes being part of
this cluster, i.e.,

Wi:%ng. (4.1)

¢ seSi

The whole process is repeated iteratively. The number of iterations is generally
not defined. The iterations of the FL algorithm are performed with a predetermined
frequency, or whenever some additional information (not included in the algorithm
explanation) signals the need for updating of the local models. The FL iterations
should be performed every time there are significant changes in the data collected
by the sensors in order to adapt the clustered models’ weights to the changing
environment. The algorithm of FL in the form of a diagram is presented in Figure
4.2, and a pseudocode in Algorithm 1.

The corporate model generated in the FL server can be used by an outside user
who wishes to perform the task for which the FL. model is intended but is unable
for some reason (for example, cannot generate or download labeled training data,
or his computational resources are limited) to create its own local model. In the
scenario considered in this chapter, the outside user wants to perform SS on the
received signal but does not have access to the labeled data.

4.2.3 Sharing the FL model

In the considered scenario, SU may appear anytime and anywhere in the con-
sidered area. If SU wants to gain information on the spectrum occupancy, it should
send its location information to the FL server. The FL server is assumed to be
aware of the area’s average SNR map. Knowing the current location of the SU,
the FL server can pick the best CNN model for this SU. Every time SU changes
its location, it may request a new model for this location to ensure the best sens-
ing performance. Moreover, even if the location of SU does not change, but the
environmental conditions do, assigning a new model for a given location might be
beneficial. The algorithm of serving the SUs by the FL server is illustrated in Figure
4.3.
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Algorithm 1 An algorithm of FL for SS.
140
I <~ Number of iterations
while ¢ < I do
C' «— set of clusters (clustering sensors by mean SNR values)
for each c € C' do
for each s € S’ do

if i == 0 then
initialize w’
else '
wi wi-b
end if
update w’ to minimize [%(w")
end for
W} N% sesi Wi
end for
1—1+1
end while
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FIGURE 4.2: The algorithm of FL for SS.

After a new incoming SU receives the CNN model, it can feed it with its own
collected data and perform sensing. The data collected by this SU is of the same
type as the data collected by the FL nodes. The main difference (and advantage
of the presented method) is that this new incoming SU does not need to acquire
training data, as it already possesses a ready CNN model for SS. This means it can
measure energy values per RB and use them as CNN input.

4.3 Simulation Experiment

Before proceeding with examining the FL-based SS in a particular clustered-
sensors scenario, let’s consider the benefit of using FL in a single cluster. The
example results of FL-based SS performance are presented in Fig. 4.4. There, the
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FIGURE 4.3: The algorithm of assigning the model to SU at a given location.

estimated probability of detection (true positive detection) Py and the probability
of false alarm P, (false positive detection) of the spectrum occupancy are presented
as measures of the sensing quality. Five thousand patterns per each SNR value rep-
resented the PU transmission in the form of 50 x 100 resource elements in frequency
and time (thus, 5000 RBs per one pattern) generated by the 5G downlink signal
simulator, which mirrors the traffic-related time and frequency dependencies in the
allocated RBs. The received SNR has been considered in the 0-20 dB range. The
shared standard model has been built based on 8 CRs FL updates over 20 itera-
tions by averaging the weights of their CNN models (with two hidden layers). CRs
participating in FL have different channel models: Third Generation Partnership
Project (3GPP) pedestrian EPA| Extended Vehicular A Model (EVA), and varying
Doppler frequencies (in the range of 0.5 to 70 Hz). The corporate model has been
shared, used and tested by three other (tester) UEs that have not taken part in the
FL algorithm and have specific channel conditions and locally collected datasets.
Moreover, the tester UEs have also tested the locally learned models of indi-
vidual CRs by importing them for sensing. The effects presented in Fig. 4.4 have
been obtained by averaging the testers’ results in these two sensing scenarios. The
averaging has been done over varying Doppler frequencies of CRs (in the range of
2.5-55 Hz) and testers (in the range of 0.5-2.5Hz and 60 Hz—70 Hz) over the number
of CRs, from which the models are randomly imported (only for basic sensing).
Figure 4.4 shows the FL-based SS performance against the so-called basic SS
defined as SS performed by the CNN model trained only on local data, and not
created or updated in the FL process. It can be observed that FL-based SS per-
forms better than basic sensing in terms of both higher Py and lower FPg. This is
because it builds a universal, standard model for data collected with different chan-
nel conditions than models built using data specifically for one channel type. The
discrepancy in the channel conditions between CRs and testers explains this effect.
Following the above observations, the author proceeds to a simulation experiment
of the application of the centralized FL algorithm for SS and prediction, which has
been proposed in Section 4.2. The author assumes the correct operation of sensors
and focuses on solutions for detecting and predicting the Resource Blocks (RBs)
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FIGURE 4.4: FL-based SS and basic SS performance.

occupancy in a bG system. However, it should be emphasized that in the case of
FL implementation, authentication of the participating FL. nodes and information
security must be supported. Examples of works on this subject can be found in
[173, 130].

As for the primary system, the focus is detecting specific time-and-frequency pat-
terns present in RBs, which are defined in time (as a set of time slots) and frequency
(as a set of adjacent OFDM subcarriers) as physical resources. The Frequency
Division Duplex (FDD) scheme is considered, and specifically, the downlink PU
transmission. The SS system is aimed at detecting occupied RBs to enable the
transmission of SUs in a way that does not interfere with the PU’s signal.

Another type of information that the learning mechanism can process is related
to the wireless channel. Apart from the path loss (function of the distance between
an SU’s or FL node’s receiver and a PU’s transmitter), the electromagnetic shadow-
ing effect occurs and results in a specific relationship between the mean SNR value
and the location of an SU’s sensor. Finally, short-term frequency-selective Rayleigh
fading (affecting a whole RB) and the AWGN are also present in the received signal.

In the considered system model, there is one central FL server and a number N
of sensors (Vi N = > .. N!) used as FL nodes located in a given area, as shown in
Figure 4.5. The FL nodes are assumed to be able to perform ideal SS. This ability
makes the collection of labeled data possible. The FL nodes are distributed in the
considered area, so the data they collect are diverse and represent wireless channels
with different propagation conditions. In Figure 4.5, one can observe an example
SNR heat map that represents the distribution of the actual SNR value of the signal
originating from the PU. The variety of the SNR values, which change from —30 to
20 dB, is due to the terrain changes.

The size of the area is intentionally expressed in normalized units (i.e., distance
units) to make the analysis more generic. The appropriate granularity of the SNR
map will need to be adjusted depending on the transmit power and true changes
of the SNR value. Thanks to such an approach, the experiment analysis can easily
be adjusted to various 5G scenarios, mainly for classic cellular mass traffic and IoT
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FIGURE 4.5: A map of mean SNR values in space, including FL nodes and a signal
source-a PU.

applications.

When an FL node creates its own CNN model, it is well-fitted to the local
data collected by this node. The author postulates using the FL method to take
advantage of multiple differently trained models and create new ML models that
will be more general in their application but still specialize in SS for some specific
channel conditions. It is assumed that the SUs do not participate directly in the FL
process but rather take advantage of the ready CNN models generated as a result
of the FL algorithm. It seems a good solution for SUs with limited computational
resources, as SUs do not have to perform any ML training.

4.3.1 Simulation Setup

The experiment focused on sensing the 5G downlink signal. The tested signals
have a 10 MHz bandwidth containing 50 RBs. Each of the RBs comprises 12 OFDM
subcarriers. Each of the RBs lasts 0.5 ms and consists of 7 OFDM symbols. Full
synchronization is assumed. The energy, frequency, and time information collection
occur during the first OFDM symbol only, which leaves time for a decision on the
occupancy of considered RB and the SU opportunistic use of the resources, i.e.,
transmission of signals, preferably orthogonal to the PU’s signal. A periodicity is
present in the PU signal due to daily intensity oscillation. The oscillation occurs
every 80 slots in time to simplify the simulations.

A four-layer CNN model has been deployed. The input images consist of 50
pixels vertically and 100 pixels horizontally and have three layers. The activation
function in all of the layers is the rectified linear activation function except for the
last layer, where the softmax function is used as an activator. As an optimizer,
the Adam optimizer is applied with a learning rate of 0.0001. The loss value is
calculated using Sparse Categorical Crossentropy. As a result, the CNN returns two
vectors of length 50. The vectors represent the occupancy probability of all RBs
in a frequency band for a given moment. Each FL sensor creates a CNN model
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like this and trains it on its collected data. CNN models of the same structure are
created as a product of the FL procedure. The SU receives a ready CNN model
that is adequate for its location. The data collected by the SU is of the same type
as training data. Figure 4.6 shows the proposed CNN algorithm’s model details.
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FIGURE 4.6: CNN algorithm model.

The FL sensors collect data of length 800 slots in one iteration step. The fading
effect is still in time as the FL sensors are immobile. The environment is assumed
to be quite dynamic, and the fading is different in each FL algorithm iteration.
This assumption equals a situation where, in each iteration, different FL sensors are
picked with a different fading channel but with the same mean SNR as sensors from
the previous iteration. It is assumed that the mean SNR values oscillate around
values constant in time and characteristic of a given location. In the simulation, the
author chose 24 sensor locations randomly. The mean SNR values for those sensors
are presented in Table 4.1.

TABLE 4.1: Mean SNR [dB] of each FL sensor.

sensor 1 sensor 2 sensor 3 sensor 4 sensor 5 sensor 6
-30 —30 —22.9 —20.6 —17.04 —13
sensor 7 sensor 8 sensor 9 sensor 10 sensor 11 sensor 12
—11.8 —-7.6 —-7.3 -5.8 —-3.4 —-2.9
sensor 13 sensor 14 sensor 15 sensor 16 sensor 17 sensor 18
—1.8 -0.9 0.8 2.6 4.8 4.8
sensor 19 sensor 20 sensor 21 sensor 22 sensor 23 sensor 24
5.9 7 9.7 17.6 19.8 20

In the simulation, k-means clustering categorizes FL sensors into groups of sim-
ilar SNR values. Eight clusters are used in the experiment. Table 4.2 presents an
example of how the sensors were clustered in one of the FL algorithm iterations.
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TABLE 4.2: Mean SNR (dB) of FL sensors in each cluster.

cluster 1 —30 —30 —22.9

cluster 2 —20.6 —17.04

cluster 3 —13 —11.8

cluster 4 —7.6 —-7.3 —5.8

cluster 5 —-3.4 —2.9 —-1.8 —0.9

cluster 6 0.8 2.6

cluster 7 4.8 4.8 5.9

cluster 8 7 9.7 17.6 19.8 20

In the testing phase, signals were generated with different fading channels and
combinations of SNR values. The SNR values are within the range [—24, —23, —22,
...,16] dB . The tests are performed for all iterations from the range [1,2,3, ..., 30].
The FL server chooses the best CNN model created by clustered FL sensors for each
iteration. The SUs choose the best model’ and clusters’ mean SNR comparison.

Matlab software was used to simulate signals and the channel. The data for
training and testing were also generated using Matlab. The TensorFlow Python
library was applied to create and use CNN models in the FL algorithm.

4.3.2 Simulation Results

Two probability measures were derived to evaluate the results, namely the prob-
ability of detection Py and the probability of false alarm Pr,. As the first set of
results, an example of how Py and F;, of SU detection change with each iteration
for each cluster is presented. The results are included in Figure 4.7. Each plot
was obtained by SU for all of the integer SNR values from a corresponding range
included in the plot title.

Each plot is titled with the cluster index and SU SNR range associated with
this cluster. It can be observed that for clusters with relatively low SNR values,
the change in results can be pretty significant between each of the iterations. For
example, Py results for cluster 1 tend to switch between values around 50% and
around 15%, which correspond with higher and lower P, values. The high diversity
of results for low SNR values can be explained by the high sensitivity of the CNN
models for changes when the signal is so weak compared to noise. Clusters 7 and
8, which refer to high SNR values, show the most minor variety of results. These
clusters were created using CNN models with similar and relatively high detection
quality, so changes in the fading channel between iterations do not significantly
impact the results. Another interesting observation is that for the first two clusters,
all Py curves are very similar to each other. The same applies to P, plots. Starting
with the third cluster, up to the fifth, it is visible that those plots began to differ
significantly, though the downward and upward trends of the curves remain the
same. The results are similar again for clusters 6, 7, and 8.

Figure 4.7 presents one exemplary FL algorithm run. Figure 4.8 shows how the
algorithm behaves on average. It includes mean results of Py and P, results for each
cluster. There, Py was calculated as an average of estimated Py results of several
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FIGURE 4.7: Exemplary changes of Py (upper set of curves) and P, (lower set of
curves) for each FL algorithm iteration and for 8 different clusters.

simulations and all integer SNR values (in dB). The same method was applied for
P, results. It can be observed that, on average, the results are quite steady after
the second iteration. It is also visible that Py values do not necessarily grow with
growing cluster numbers. For example, P, is around 40% for the first cluster, and
it reaches lower values (around 30%) for the second cluster.

Finally, to evaluate the FL-based SS results against the individual CNN-based
SS, Py and P, were calculated for the same SU data, but employing separate CNNs
that specialize in every SNR value from a considered range. Figure 4.9 presents Py
and P, results for the final iteration of FL algorithm and Py and P, for individual
CNN-based sensing. To improve the analysis of the final results, the plot was divided
into separate sections marked by different colors. Each section represents a range
of SNR values categorized into a different cluster.

The main conspicuous difference is that the CNN sensing probability plots are
smooth and consistently change values with growing SNR without excessive fluctu-
ations. On the other hand, the FL sensing results are diverse and depend a lot on a
cluster and the range of SNR values of that cluster. For example, results for the first
two clusters are quite stable. For clusters 3, 4, 5, and 6, results are quite various,
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FIGURE 4.8: Mean changes of Py and Py, for each FL algorithm iteration and for 8
different clusters.

which could already be seen by analyzing Figure 4.7. These clusters represent SNR
ranges, for which Py results grow fast, and P, results begin to decline. It causes
more imbalance in the results, as there is a need for more specialized CNN models
for each SNR value. For the last 3 clusters, the results are again more stable due to
less variability in the expected results. The FL results show clearly that the cluster-
ing of the CNN models has an impact that is not negligible. The border SNR values
between clusters are quite visible, as they often correlate with a sudden change in
Py and P, results. Despite the variability in the results, the overall trend, similar
to CNN sensing results, is maintained. FL results generally improve for the same
SNR values as CNN results. The one quite noticeable drawback of FL sensing is
P, results for the middle clusters. Along with the dynamically changing Py results
come higher values of F,.

The same type of results were generated additionally for 12 clusters. Figure 4.10
shows these results. Now, fewer FL sensors contribute to model generation for each
cluster. The consequences are visible, especially for P, results for the middle SNR
range. The fluctuations in the results are more dynamic than in the results for eight
clusters, but in general, the SS results are similar in both cases.
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FIGURE 4.10: FL performance for different SNR values for 12 clusters compared
with the CNN results.

By analyzing the above figures, one can conclude that, in general, the FL results,
albeit a little variable, present a solid alternative to the more channel-fitted SS ML
models. The learning process does not need many iterations on different channel
conditions and can generate well-working models using data collected by only a few
Sensors.

4.4 Chapter summary

In this chapter, the author of this thesis discussed the application of FL for SS.
The FL method has proven its adaptability, enabling SUs to perform intelligent
sensing without the need for extensive data collection and CNN model training.
Instead, new incoming SUs can take advantage of earlier created FL. models. Despite
FL sensors being limited to one mean SNR value, the global models they generate
are well-prepared for SNR values from a given range. The FL algorithm proposed
by the author requires only a few iterations to achieve satisfactory results in terms



4.4. Chapter summary 95

of high probability of detection and low probability of false alarm.

The proposed FL-based SS algorithm employs FL sensors to create not one but
multiple ML (CNN) models that enable SS for diverse sensing conditions. (Each
model specializes in a separate SNR range.) Its performance is comparable with the
performance of the SS performed by CNN models specialized in a given SNR value.
It means that data collected from a few FL sensors are enough to create averaged
SS models that can perform SS from the whole continuous range of SNR. Thus,
the proposed algorithm also allows for using these FL corporate averaged models by
SUs not participating in their generation and offloading these SUs from ML training
responsibility.

To summarize, the advantages of the author’s proposed FL-based SS over the
alternative SS schemes are the following:

1. Tt results in a higher quality of decisions (expressed in higher Py and similar
P;,) than autonomous (by individual sensors) sensing, including classical SS
by sensors in adverse locations and ML-base.

2. It allows for spectrum prediction, unlike schemes not incorporating ML, such
as classical SS and CSS.

3. It ensures data privacy unlike centralized ML since training data transmission
is not required.

4. Tt allows for building a universal model for all SUs, ready to be used by new
incoming users.

FL-based SS limitations hail from communication bottlenecks. The main chal-
lenge is decreasing the total number of communication rounds and transmitting
minor model updates. Moreover, the UEs participating in the training process may
differ regarding storage, computational ability, power supply, and network connec-
tivity capabilities. Therefore, the FL-based SS approach must be resilient to UE
failures and work with low participation. Finally, the local dataset cannot be cleaned
for missing values and irrelevant aspects.






Chapter 5

Secure Federated Learning for
Spectrum Sensing

As discussed in the previous chapter, FL is a suitable approach to SS ([176], [33]),
which enables a group of sensors to perform a common learning task by exchanging
their local model parameters (or a distilled representative part of a model) instead
of raw data to achieve aggregate analysis. Hence, FL is considered a privacy-by-
design technique while achieving high learning accuracy [30]. However, FL applied
to wireless systems, including SS, does not guarantee the levels of security required
by modern communication systems. The FL systems are vulnerable to attacks that
target each stage of training and decision-making. Attackers can exploit flaws in FL
systems in various ways, such as by corrupting training data or local model updates
at CR UE or intercepting the model updates exchanged with the central server [18].
Thus, although FL improves privacy, privacy is not guaranteed without additional
protection [106].

In this chapter, the author focuses on data poisoning attacks launched against the
UEs’ local training data, specifically, on label-flipping, when an adversary changes
the training data labels, causing the model to misclassify them during training [183].
She presents her original contribution to the design of detection and mitigation of
such poisoning attacks in FL-based SS. In Section 5.1, the author reviews and
analyses the security aspects of the FL-based SS. This section is an original analysis
of possible attacks and countermeasures. Next, in Section 5.2 the author presents
related works and discusses how her contribution differs from solutions presented in
the existing literature. In Section 5.3, poisoning attacks targeted to FL-based SS are
considered. In Section 5.4, details of the new algorithm proposed by the author for
attack detection and mitigation are presented. This is followed by the description
of the computer simulation experiments and their results in Section 5.5. Research
results and key findings are summarized in Section 5.6.

5.1 FL-based Spectrum Sensing Security

Recent reviews on FL for CR ([105], [176], [33], [30], [121]), mainly focus on
general-purpose FL algorithm security ([18], [106], [133], [19], [53], [73], [111]) and
ML-based resource sharing and wireless security (|174], [27]). Some research papers
focus on specific threats and countermeasures (e.g., [142] on FL SS robustness to
poisoning attacks). Unlike the aforementioned papers, below, in this section, the
author presents her view on reliable and secure FL-based SS. She discusses the

97
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application of FL for SS in radio access networks, reviews possible security and
privacy attacks on these algorithms, and suggests suitable countermeasures to such
attacks.

FL-based SS involves sensing by individual CRs and ML on these devices and
creating a corporate model. Therefore, the attack surface for FL-based SS includes
typical attacks on sensing, attacks on individual ML algorithms, and attacks on FL.

5.1.1 Attacks on SS in CR

Two classical SS attacks in the context of CR are Primary User Emulation (PUE)
attacks and Spectrum Sensing Data Falsification (SSDF) attacks. Both types aim
to disturb the spectrum observation and users’ access to the system [174]. When
an attacker sends PU-like signals during the sensing time, it is referred to as a PUE
attack and can prevent authorized CR access to the channels. A system’s regular
operation could be disrupted by malicious attackers or selfish ones wanting to use
the spectrum exclusively. PUE attacks can result in bandwidth wastage, Denial of
Service (DoS) connection instability, and service degradation. Identifying malicious
users is crucial for protection against PUE attacks.

Sending incorrect local SS reports to others, which causes wrong SS decisions, is
how an SSDF attack (referred to as a Byzantine attack) is launched in cooperative
(also FL-based) SS. Attacks using SSDF are intended to reduce the probability
of detection and disrupt the primary system’s operations. They may also aim to
increase the probability of false alarms to prevent access to spectral opportunities.
Three categories of SSDF attackers can be identified:

1. A selfish SSDF (which aims to secure exclusive access to the target spectrum
by deceptively reporting high PU activity)

2. An interference SSDF (deceptively reporting low PU activity to cause a CR
to interfere with the PU and other CR secondary users)

3. A confusing SSDF (randomly reporting true or false results on PU activity to
prevent CRs from reaching a consensus on the spectrum. occupation.

A Generative Adversarial Network (GAN) is an approach to generative mod-
eling using DL methods that can create fake examples statistically representative
of training data without having access to the client’s confidential data (FL-nodes).
Their operation is based on two sub-models: the generator model, which is trained
to create new examples (which could potentially be considered as belonging to the
original dataset), and the discriminator model, which tries to categorize these ex-
amples as either real (from the domain) or fake (generated). The two models are
trained together in a zero-sum game until the discriminator model is tricked about
half the time, meaning the generator model generates plausible samples [18], [133].
Thus, GANs can be considered an intelligent method of PUE or SSDF.

Most contemporary defense strategies against attacks on SS make direct judg-
ments based on the most recent data on SS and the reputation of the sensors [174].

5.1.2 Attacks on ML

On the one hand, ML can help manage the CR network operation (e.g., by
streamlining SS in the considered area); on the other, it opens the access network to a
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new kind of attack. The possible risks brought on by the use of ML in communication
networks may be roughly categorized into two groups: ML, which is used to develop
sophisticated assaults, and ML, a target for attacks aimed at lowering the security
and efficiency of ML algorithms used in operating networks. The latter type of
attack, which is the main focus of this chapter, is designed to cause ML systems
to learn wrong models, make erroneous decisions, make false predictions, or reveal
confidential information. Attacks of this kind can be exploratory if they target the
inference phase and are causal if they target the learning phase (training, model
development). Depending on whether the attacker has complete, partial, or no
knowledge of the training data, the training method, and its parameters, these
attacks can be run in a white-box, gray-box, or black-box setting. The main types
of attacks on ML algorithms are:

e Poisoning attacks
e Evasion attacks

e Inference attacks [133]

A study of techniques used to deceive or mislead an ML model is called Adversarial
Machine Learning (AML). AML can be used to attack or crash an ML system. It
can also defend against sophisticated adversaries that utilize AI/ML algorithms to
damage a system [142].

Poisoning Attacks

Poisoning attacks aim to influence the learning outcomes by manipulating the
data or the learning algorithm in the model development phase (i.e., the training
phase). The need for new model learning based on new data makes this attack
attractive to attackers because it offers them a chance to influence the trained model
through data injection, data manipulation, and logic corruption (a corruption of an
algorithm or its learning logic).

Evasion Attacks

An evasion attack is aimed at the inference stage based on the previously learned
model. The attacker tries to bypass the model in the test phase by introducing small
perturbations in the input values. An example of an evasion attack is generating
a signal that mimics the transmission of an authorized user at the authentication
stage.

Inference Attacks

As a service in modern networks, ML algorithms are susceptible to new attacks
via Application Programming Interfaces (APIs). These kinds of attacks are called
inference attacks (also called reverse engineering) and include:

e Model inversion attacks
e Model extraction attacks

e Membership inference attacks
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An inversion attack aims to recover training data or their labels using the ML
algorithm results. A model extraction (stealing) attack focuses on constructing a
stolen (or surrogate) model replicating the functionality or performance of the victim
model. The stolen model may have a different architecture than the victim model.
It is based on observing the prediction results or the time of its implementation.
A membership inference attack determines whether a sample was used to train a
target model by observing the model’s results.

5.1.3 Attacks on FL

Apart from the typical threats on ML, specific attacks can be observed in FL
due to communication and collective operations to create an aggregated model.
Moreover, attackers can take advantage of FL ’s design benefit: local privacy that
prevents the FL server from seeing the agents’ local data or training procedures.
On the other hand, the collective operation of the legitimate CRs participating in
FL may dominate the FL. model creation process and prevent malicious nodes from
negatively impacting the model. Below is an overview of the attacks specific to
FL-based sensing.

Data Poisoning Attacks

Poisoning attacks targeting a subset of FL nodes can be launched as local models
and re-trained with freshly collected data. An adversary may covertly affect the local
training datasets to control the corporate model’s outcome by embedding a well-
crafted sample to data-pollute the FL process. A particular case of this attack in
FL-based sensing is an SSDF attack. In this case, the training data is falsified to
reflect high, low, or random PU activity and impact the spectrum occupancy model.
This kind of poisoning attack is called Data Poisoning. Data poisoning attacks can
be divided into clean- and dirty-label attacks [183]. The clean-label attacks modify
the training samples while the data labels remain unchanged. Conversely, dirty-
label attacks modify the labels of the training data set. A typical example of a
dirty-label attack is label-flipping. In a label-flipping attack, an adversary changes
the training data labels, causing the model to misclassify them during training.

Model Poisoning Attacks

Model poisoning is related to Byzantine attacks where hostile agents can send
arbitrary gradient updates to the FL server. In these situations, the adversarial ob-
jective is to induce a distributed implementation of the stochastic gradient descent
algorithm to converge to completely ineffective or suboptimal models. The vulner-
ability of FL to adversaries that exploit the privacy these models are supposed to
provide is investigated in [19].

Inference Attacks

By examining locally computed updates, inference attacks can extract meaning-
ful information about the training dataset or the model itself. The types of inference
attacks to which FL is vulnerable include the ones described above for ML [18], [53].
However, in the case of FL, they may be launched against FL nodes ( Cognitive
Radios - CRs) or the FL server.
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Communication Attacks

Usually, in FL, many communication messages must be sent back and forth
between the FL server and each FL node over the iterative learning process to reach
convergence. Therefore, a non-secure communication route (usually wireless) is
vulnerable to communication attacks. For example, a Man-in-the-Middle (MITM)
attack can alter the exchanged messages. A DoS or signaling storm attack would aim
to occupy radio resources in the control channels by massive system access requests.
A PUE attack can also be considered a communication attack since it is based on
transmitting a fake PU signal. Moreover, inference attacks are partially based on
eavesdropping on the globally shared model parameters, thus requiring the decoding
of encrypted messages. Communication constraints (e.g., limited bandwidth or radio
resources) can also undermine the FL system.

Freeriding /Spoofing Attacks

Another group of attacks involves creating fictitious local updates (e.g., using
GANSs) to obtain the shared global model without participating in the FL process.
The primary reasons for submitting false updates in free-riding (spoofing) attacks
are to conserve local computing resources, compensate for the lack of necessary
data, or avoid violating data privacy laws so that local data are unavailable for
model training.

An illustration of the above-described attacks on FL-based SS is presented in
Figure 5.1
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FIGURE 5.1: FL-based SS security attack (marked in red) and countermeasure
(marked in blue) classification.
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5.1.4 FL-based SS Security Measures

To improve the resistance of FL techniques to adversarial attacks, an assessment
of their vulnerability is needed first, followed by applying the appropriate defense
measures. Several techniques can prevent these attacks, which are briefly discussed
below. Moreover, several methods have been developed to counteract communi-
cation and spoofing attacks in radio access networks. It should be emphasized,
however, that existing defense mechanisms that are resilient to attacks reviewed
in the previous section are still imperfect; they cannot fully protect FL-based SS
methods for CR. The taxonomy of these attacks and countermeasures is provided

in Fig. 5.2.
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Defense against poisoning attacks

Defenses against poisoning attacks (including SSDF') have been put forth and
surveyed in many research papers (e.g., [133]|). They can be roughly divided into
input validation and robust learning. Before feeding the data into the ML model,
input validation aims to clean the training (and retraining) data from malicious and
anomalous samples. For instance, the reject on negative impact technique cleans
data by eliminating examples that negatively affect learning outcomes [73]. The
relevant methods first create several micro-models trained on a disjoint fraction of
input samples to accomplish data cleaning. The anomalous training data subsets
are then omitted by combining the micro-models in a majority voting process. In
contrast to input validation, robust learning uses robust statistics to create learning
algorithms resistant to contaminated training data [111].
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Defense against evasion attacks

Defense against evasion attacks includes adversarial training (training the model
on a dataset augmented with adversarial examples), defensive distillation (training
using the knowledge inferred from an ML model to strengthen its robustness), en-
semble methods (combining multiple models to build a robust model), defensive
GANSs, and techniques to counteract the detuning of the model. By projecting in-
put samples onto the range of the GAN’s generator before feeding them into the
ML model, defense GANs seek to clean them from adversarial perturbations. In
other words, they seek to identify the sample the GAN’s generator can produce
most similar to the adversarial example and send it as input to the ML model.

Defenses against inference attacks

Defenses against inference attacks related to the theft of the ML model and APIs
of ML algorithms include the following methods:

e Learning with Differential Privacy (DP) to prevent disclosure of training data
by making the model prediction independent of a single input

e Homomorphic encryption, which enables the model to be trained on encrypted
data, thus ensuring data privacy

e Limitation of sensitive information available through the API of the ML algo-
rithm

DP in FL-based SS aims to ensure that no sensing record in a given FL-node
dataset can be meaningfully distinguished from the other records in a highly likely
scenario. The primary method of this technique would be to add noise to the
sensed PU’s time-frequency RB occupation or the detected energy before exchanging
individual updates with the FL server. The statistical data quality loss caused by
the noise introduced by each FL node should be negligible in comparison to the
strengthened data privacy protection. Given the required quality of SS for the
efficient operation of CRs, the DP may not be practical for FL-based SS.

The model compression technique called federated distillation is a method whereby
a globally shared model that has received the necessary training gradually imparts
the essential knowledge to a local model. The concept of disseminating information
alone rather than model parameters may be used to increase security while lowering
communication costs and computation overhead.

Defenses against communication attacks

Defenses against communication attacks, particularly in radio access networks,
have been a research focus for many years. This is because of the open nature of
the radio communication medium. A recent survey of relevant attacks and defenses
in radio access networks is found in [27|. The critical defense strategies against jam-
ming, spoofing, eavesdropping, altering communication messages, and DoS attacks
are the following: authorization and authentication procedures, data encryption,
information-theory-based security algorithms, and anomaly detection mechanisms.



104 Secure Federated Learning for Spectrum Sensing

Anomaly detection methods

Anomaly detection methods can detect events that deviate from a typical pattern
or activity by fundamental analysis and statistical analysis. Anomaly detection
algorithms can spot problematic clients in FL environments to detect poisoning
attacks, free riders, PUE, jamming, DoS-type attacks, or incorrect model updates.
If these anomalies can be identified, they can also be eliminated in some cases.

In this chapter of the thesis, the author presents her new method for detecting
anomalous local CNN models for SS that are used in FL subject to poisoning attacks.
Anomaly detection for attacked FL-based SS has a great potential what is illustrated
in Figure 5.3. This figure presents Py and P, vs. the iteration number of an FL-
based sensing algorithm. In this example simulation scenario, the PU signal is a
5G downlink transmission consisting of 5000 patterns in the form of 50 x 100 RBs
in frequency and time (5000 RBs per pattern). The FL model is built based on
three FL nodes: two eligible ones and an attacker poisoning the training data by
incorrect labeling (50 % of RBs are labeled as occupied). Moreover, one additional
SU node, the tester node, tests the corporate model, although it does not participate
in its creation. All nodes are characterized by randomly generated EVA channels,
random Doppler frequency in the 30-55 Hz range, and a mean SNR of 10 dB.
The security algorithm implemented in the FL server detects the model update
anomalies using its energy-sensing dataset to test the received models. Suppose
the decisions on the spectrum occupation using a particular model do not exceed
a set percentage threshold of accordance with the decisions using other models.
In this case, the model is rejected; that is, it does not participate in creating a
corporate model. In Figure 5.3, the solid lines represent the fully protected FL-
based SS resulting from adopting a relatively high decisions accordance threshold
of 65 %. The results represented by the dashed lines have been obtained for a
less protective algorithm with a threshold of 55 %. Note that the less protective
algorithm accepted the attacker’s model in iterations 12, 13, 16, and 17, which
increased P;,. Thus, the spectrum opportunities would be lost if the secure algorithm
did not ban the attacker’s model. These considerations motivated the author to
design a more sophisticated but practical algorithm for anomaly detection in the set
of SUs models participating in FL-based SS.

5.2 Related works

In Chapter 4, the author discussed the state of the art in FL-based SS. Despite
the FL approach avoids transferring large training datasets with high-resolution
localization data and provides data privacy measures, it is also vulnerable to attacks
threatening both local and global training and inference (such as data poisoning or
model poisoning, evasion or inference attacks) or communication between UEs and
an FL server (e.g., Man-in-the-Middle, Denial of Service, or jamming). An overview
of attacks on FL-based SS has been presented in the previous section. Here, the
author focuses on data poisoning attacks launched against the UEs’ local training
data, specifically, on label-flipping, when an adversary changes the training data
labels, causing the model to misclassify them during training [183].
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5.2.1 FL under label-flipping attack

The label-flipping attacks have been broadly analyzed in the literature; however,
most works abstract from a particular application scenario. Moreover, most papers
focus on the impact of label-flipping on ML model performance in general, not nec-
essarily in the FL scenario. The impact of label-flipping attacks on FL performance
has been analyzed in [170]. There, the authors examine the global model accuracy
in the presence and absence of an attack in the case of 20% of clients contributing
to FL being malicious. The global FL. model has been created for the classification
of the MNIST dataset (popular for testing ML algorithms for text or image recog-
nition) [87]. The results show that the performance of the created models decreases
with the amount of poisoned data.

Another work [11] focuses on evaluating the robustness of ML-based malware
detectors against different volumes of poisoned data. Similarly, as in [170], the ML
models perform worse for higher volumes of poisoned data, which is quite an obvious
conclusion. Moreover, the impact of the percentage of poisoned data on the quality
of the global model has been examined. The authors of [159] point out that label-
flipping attacks can be class-sensitive in the case of multi-class classification models.
The attack accuracy varies with the different target classes that are applied. The
considered malicious algorithm can find the best target class of the label-flipping
attack and, therefore, increase attack effectiveness.

Another interesting analysis of label-flipping attacks on an FL algorithm has
been presented in [205] where a label smoothing method gradually changes a global
model prediction distribution, further increasing the poisoning attack’s negative
impact on FL performance. Note that [170], [11], [159], and [205] abstract from or
have a different application scenario than the scenario considered in this chapter.
Moreover, they do not consider methods to counteract label-flipping attacks.

5.2.2 Label-flipping attacks countermeasures

Several papers explore methods of counteracting the label-flipping attacks. Dif-
ferent anomaly-detection metrics are examined in [135], and a new aggregation
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method in the FL server is considered for attack detection. According to the find-
ings of that paper, the proposed minimum aggregation method is more effective
for label-flipping detection than FedAvg aggregation (which is a typical FL model-
aggregation method based on calculating an average value of the received local
models’ parameters [112]), and geometric median aggregation (based on averaging
geometric median values of models’ parameters [99]).

In [167], the authors show that label-flipping attacks can significantly impact the
classification of ML models shared by the clients (users). This classification aims
at detecting malicious clients. The authors propose a method to detect malicious
users by employing a dimensionality reduction method (that extracts the most rele-
vant parameters from the delivered models while still capturing the original models’
meaningful properties).

Paper [90] extends the label-flipping detection and mitigation method proposed
in [167] and improves it by employing a kernel principal component analysis [50|
and K-means clustering. Note that classifying local models as the ones delivered
by genuine and malicious users allows to detect the attackers, identify them, and
disregard them in the global model creation. How the global model is created also
impacts the FL’s robustness against poisoning attacks. These are key conclusions
from [135, 167, 90]. However, these papers do not consider the SS application
and wireless communication scenario, where the consequences of detecting or not
detecting an attack are multifold. Neither do they consider nor exploit the intention
of an attacker that translates to his specific actions, which is the focus of attack
methods proposed in this chapter.

Very few papers study protection methods against FL attacks in specific sce-
narios with a particular motivation behind the choice of attackers’ actions. The
examples of such works are [175], [139], and [108], but these papers do not consider
wireless communication scenarios. To the best of the author’s knowledge, only a few
articles address how attacks affect the effectiveness of FL. when applied to SS and
how to mitigate these attacks. The authors of [124] and [143| do focus on FL for SS,
but the considered attack scenario concerns SS data falsification attacks and not
label-flipping. (In the SS data falsification attack, the attacker mimics the sensed
signal and reports misleading information to the FL server.)

In summary, no prior work tackles the problem of methods to detect and elim-
inate poisoning attacks based on label-flipping in an FL-based SS application sce-
nario, which is the author’s focus in this chapter. Moreover, the author considers the
particular intention of attackers that translates to attack design to increase interfer-
ence to operating communication systems or to decrease the efficiency of spectrum
utilization randomly or in a coordinated manner. Such a specific attack design is
ignored or neglected in the literature.

5.3 Attack design in spectrum sensing

The author considers specifically targeted label-flipping attacks on FL-based SS
in this section. The attacks aim to fake RBs occupancy. If the attack aims at a
false increase of the spectrum occupancy, SUs refrain from transmitting and thus
allow attackers free access to radio resources. Another attack under consideration
aims to display increased spectrum opportunities, encouraging SUs to utilize them
and create interference in RBs. Such attacks are considered to be either random
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(randomly selecting RBs under attack) or coordinated (collectively selecting RBs
adjacent to the legitimately occupied resources). The above attackers’ motivation
and actions translate to a specific attack design that is considered.

It is assumed that the attackers have passed the authentication process and have
access to the local training data labels, like regular UEs. (Unauthenticated UEs
would not be allowed to participate in FL.) A correctly labeled training dataset is
required in supervised learning and, at the same time, sufficient to launch a label-
flipping attack.

Two primary goals of the attack on SS models can be formulated as part of
the label-flipping attacks. The first is the apparent increase in the occupancy of
the radio spectrum, which is associated with SUs’ resignation from using it. This
results in the availability of transmission bands for attacking users. The second
goal is the apparent decrease in spectrum occupancy. This causes SUs to use the
radio resources that appear to them as free even though they are occupied. As
a consequence, this will increase the level of interference with PU transmission.
Moreover, the author considers these two types of attacks to be either random or
coordinated. The formulation of these four possible attacks is given below.

5.3.1 Random label-flipping attacks

As part of random attacks, the attacking UEs generate training data with labels
changed from “resource-free” labels to “resource-occupied” labels for randomly se-
lected resources so that changes applied in the training data of attacking users are
not correlated. However, all attackers change the labels in such a way as to achieve
a new degree (agreed in advance by them) of spectrum occupancy according to the
new labels.

Figure 5.4 shows an exemplary set of labels assigned to RBs in the time and
frequency domains, as well as the impact of the random attack method on the
labels used by attackers when generating their local models. There, the baseline
RBs matrix showing the occupied and free RBs in the absence of a random attack
are the yellow RBs in Fig. 5.4.a and green RBs in Fig. 5.4.b respectively.

Aduanbauy ul sgy
Aduanbauy ul sgy

RBs in time RBs in time

. - free RB (no transmitted signal) . - occupied RB (no transmitted signal, . - free RB (no transmitted signal) . - free RB (transmitted signal, but label
but label changed due to attack) changed due to attack)

I:I - occupied RB (transmitted signal) I:I - occupied RB (transmitted signal)

(A) Random attack aimed at the false  (B) Random attack aimed at the false
increase in RBs occupancy decrease in RBs occupancy.

FIGURE 5.4: Labels of an exemplary dataset after random label-flipping attack
with different targets.
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(A) Coordinated attack (encapsulation) (B) Coordinated attack (encapsulation)
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pancy pancy

FIGURE 5.5: Labels of an exemplary dataset after coordinated label-flipping attacks
with different targets.

5.3.2 Coordinated label-flipping attacks

In coordinated attacks, all attacking UEs change labels similarly and for the
same RBs in the training data. Since the signal to be detected follows a particular
standard (5G), an attacker uses this knowledge to modify the training data labels
thoughtfully and thus conduct a more effective attack than changing the training
labels randomly. Here, an attack algorithm is considered called encapsulation, con-
sisting firstly in finding RBs groupings correctly marked as occupied and secondly in
changing the labels adjacent to such groupings to increase the area of RBs considered
occupied during network training.

This type of attack will be further referred to as encapsulation (t1,ts, f1, f2),
where t1, s, f1, and f5 refer to the number of RBs in time and in frequency which
label has been altered. For example, encapsulation (1, 1, 1, 1) would mean that
around a group of RBs that have the actual label “occupied", there is a layer of RBs
falsely (and additionally) labeled as “occupied," i.e., for RBs before (t; = 1), and
after (to = 1) that group, and for lower (f; = 1), and higher frequencies (f, = 1)
than those in the truly occupied RBs group. Encapsulation (-1, -1, -1, —1) would
mean that inside a group of RBs with the actual label “occupied", a layer of RBs is
falsely labeled as “unoccupied."

The attackers agree upon the attack’s type and degree of aggressiveness in ad-
vance. All users (correctly behaving and the attackers) are assumed to have access
to the same training data labels. Thus, attackers have sufficient information about
which labels are agreed to be flipped. Figure 5.5 shows an exemplary set of RB
labels and the impact of the coordinated attacks on the labels used by attackers
when generating their local models. Analogously to Fig. 5.4, the baseline occupied
and free RBs matrix in the absence of a coordinated attack are the yellow RBs in
Fig. 5.5.a and green RBs in Fig. 5.5.b respectively.
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5.4 New protection method against label-flipping
attacks on FL-based SS

In this section, the author proposes a new semi-blind attack detection and miti-
gation algorithm in response to the targeted label-flipping attacks presented in the
previous section. The blindness of an algorithm here means that there is no ini-
tial and correct operation phase of the system to detect the genuine UEs before an
attack is launched. The proposed zero-trust method that continuously monitors,
detects, and eliminates an attacker is based on the calculation of carefully selected
statistical tests to compare UEs” models (their weights) in pairs and cluster them
by k-means algorithm in two groups for “being alike” or not. Then, the decision is
made on which group is suspected to contain models of the attackers. These models
are rejected and do not participate in the FL global model creation.

Here, the author proposes the following semi-blind algorithm to detect the at-
tackers’ poisoned models and mitigate their impact on the global model creation
in the FL-based SS. It is illustrated in Figure 5.6. The blindness of the algorithm
means that there is no initial knowledge of which UEs are correctly behaving (gen-
uine). After collecting the CNN models’ weights (not to be confused with averaging
weights v, applied for FL global model creation) from UEs participating in the FL,
the first step is to detect abnormal models suspected of being attacked.

The author proposes statistical comparison methods on the vectors of models’
kernels’ weights to detect attacked models and remove their harmful influence on
the global model. The idea is to identify “alike" models and those that deviate from
them. Comparing the models’ weights (e.g., calculating the standard error between
relative weights) would not work since the models are trained on different data.
Therefore, several statistics have been examined for comparison.

5.4.1 Statistical tests

It has been concluded that the estimated mean, variance, and cumulative dis-
tribution function are worth further investigation. Therefore, the proposed algo-
rithm employs three statistical tests: Fisher’s [152], Tukey’s [169], and Kolmogorov-
Smirnov test [127], which reflect the similarity of pairs of models based on their
weights’ variances, means, and distribution functions, respectively.

Fisher test

Fisher’s test for equality of variances tests two populations for the null hypothesis
that they have the same variances. This test assumes that the tested populations
have a normal distribution. The formula for the test statistic is:

Frm = 22, (5.1)

where 02 and o2 are the variances of the compared sets of n and m elements
respectively (in our case, n = m) [152]. To decide on the alternative to the null
hypothesis and evaluate its quality the author selects o> > o2 in this test, which
results in F,,,,, > 1.
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FIGURE 5.6: Label-flipping attackers detection and mitigation algorithm.

Tukey test

Tukey’s test compares two sample vectors by comparing their mean values by
the following operation [169]:

|fin — il |
Qnm ="—gg " (5.2)

where p, and p, are the mean values of the two sets of elements with n and m
cardinality, respectively, and SE is a standard error (estimated standard deviation)
of the sum of the means. Tukey’s test assumption is that the samples are normally
distributed, which is not entirely true in our experiments, but this approach still
proves useful.

Kolmogorov-Smirnov test

The two-sample Kolmogorov-Smirnov (Kol-Smir) test involves their empirical
(cumulative) distribution functions and is given by [127]:

Dn,m = sup |fn(x) - f;n(l’)|, (53)

T
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FIGURE 5.7: Example of test values comparing pairs of UE. Test used: Kolmogorov-
Smirnov.

where f,(x) and f/ (x) are the empirical distribution functions of the compared
n-element and m-element set of collected values of random variable = respectively,
and sup is the supremum.

The example values of the Kolmogorov-Smirnov test for 25 UEs participating
in FL-based SS is presented in Figure 5.7. The first 15 UEs sense and report
rightfully, and the next 10 UEs attack by coordinated label-flipping aiming at the
false increase of the RBs’” occupancy. Note that the first 15 UEs” models are “alike"
(the Kolmogorov-Smirnov test results have low values, which is exposed in the shades
of blue in Fig. 5.7), although some attackers’ models (numbered 22 to 24) also
display similarities.

5.4.2 Model clustering and decision making

After the chosen tests for all pairs of models are calculated, they are grouped
into two clusters using the k-means algorithm. K-means clustering is a popular
unsupervised learning algorithm used for data clustering. It groups unlabeled data
points (in our case, results of the users’ models’ similarity test) into clusters (in
our case, representing the alike models and the outlying ones) to minimize within-
cluster variances (squared Euclidean distances). The optimization problem can be
approached by iterative Lloyd’s algorithm [100]. The k-means method was used
instead of making hard decisions on the null hypothesis based on comparing test
results with thresholds set for a selected significance level, which proved ineffective.

In the proposed application, there are just two clusters. One cluster groups
models that are “alike" (represented by the shades of blue in the “k-means clustering”
step of the algorithm presented in Fig. 5.6) and the other — the outlying models
(represented by the shades of yellow in Fig. 5.6).

The next step is to decide which cluster is larger. It has been assumed that the
number of attackers is smaller than that of correctly behaving (genuine) UEs. Sup-
pose this assumption does not hold (e.g., an aggressive malware compromises most
UEs); a defense against such a massive attack is possible only if some other assump-
tions are made, e.g., the genuine UEs are detected before the attack is launched.
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Under such an assumption, detecting attackers would be much easier and narrow
down to calculating statistical tests against genuine UEs only. However, as men-
tioned, the author’s algorithm is semi-blind and does not make this assumption.
However, another one was made that the number of attackers is smaller than the
genuine UEs.

The last step of the presented label-flipping attack protection algorithm is to re-
ject models suspected of being generated by attackers and omit them when creating
a global model. The identified attackers’ UEs could also be punished by denying
them access to the network.

5.5 Simulation Experiment

As mentioned before, FL for SS is a promising variant of cooperative SS because
of its adaptability to changing propagation conditions over time and because it del-
egates the task of generating ML models to multiple users. It also provides data
privacy protection measures. In the scenario illustrated in Figure 5.1, the signal to
be detected is a 5G-like signal, primarily characterized by the selection of RBs oc-
curring in the time and frequency domains. The 5G system’s RB allocation prevents
resource fragmentation, adheres to time-frequency traffic patterns, and is based on
channel attributes. Hence, RB allocation and time and frequency fading patterns
reveal dependencies that ML can identify. Analogously to image processing, various
ML techniques (or structures) can be employed, including CNNs. Predictions of
future spectrum occupation can also be made.

The CNN model architecture applied in UEs taking part in the FL algorithm is
the same as in the FL server for generating a global model [179] presented already
in Chapters 3 and 4. The proposed CNN architecture has been designed to suit
the input data best. The subsequent CNN layers’ kernels are of a size that can
capture the underlying features of the input data. The input histograms have been
generated with occupied RBs clustered together. Within a given group of clustered,
occupied RBs, the average number of these RBs, both in frequency and time, is
equal to 4, while the variance equals 10. The layers of CNNs consist of kernels
whose size is enough to capture dependencies between adjacent RBs in time and
frequency, whether occupied or free. Table 5.1 presents CNN’s structure and input
and output data size. The input data is in the form of a spectrogram.

The output consists of two vectors that contain probabilities of the RBs occupa-
tion and availability, respectively. The activation function in all layers is the rectified
linear activation function except for the last layer, where the softmax function is
used as an activator. As an optimizer, the Adam optimizer is applied with a learning
rate of 0.0001. The loss value is calculated using Sparse Categorical Crossentropy
[68].

As shown in Figure 5.1, the model aggregation is based on weighted averaging
of the UEs” model kernel weights. Here, equal weights ~, were assumed, i.e., that
no UE is assumed to have a better (more accurate) model than the others. This
is because the FL server cannot anticipate which UE experiences better or worse
channel conditions and the quality of data that trains the local model. Thus, no UE
is prioritized in federated model creation. Apart from the model aggregation, the
FL server is also responsible for UEs clustering for integrity. This operation will be
discussed in the following sections.
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TABLE 5.1: CNN structure for SS

Input size 56 x 100

Input Layer

Con2D 8 kernels |9 x 80|
Hidden Layer 1

Con2D 16 kernels [5 x 50]
Hidden Layer 2

Con2D 32 kernels [3 x 25]
Output Layer

Con2D 2 kernels [1 x 27]
Output size 50 x 2

5.5.1 Simulation Setup

This section presents the testing scenario setup and parameters applied to verify
the proposed blind protection algorithm against the label-flipping attack in FL-
based SS. A system is considered with 25 sensors onboard UEs and one FL server.
The sensors detect the signal energy in PU’s RBs, where PU is a 5G gNodeB. The
PU 5G signal in the 10 MHz band has been simulated. As mentioned previously, the
PU RBs occupation is generated with occupied RBs clustered randomly according
to the two-dimensional Gaussian distribution. Within a group of occupied RBs, the
average number of RBs in frequency and time equals 4, while the variance equals
10. The summary of a distribution of generated clustered RBs is included in Table
5.2.

For simplicity, and without the loss of generality, it is assumed that all UEs have
the same Doppler frequency equal to 2.5 Hz. Each of them experiences the influence
of a different wireless channel between PU and themselves, and therefore, different
frequency-selective fading patterns in the received signal. The same average SNR
averaged over 50 RBs in frequency and 800 RBs in time is assumed for all UEs. This
results from assumed low-noise power amplification at the receivers’ front ends. The
3GPP Extended Pedestrian A model [153] has been assumed for simulations.

Label-flipping poisoning attacks and their goals as described in Section 5.3. Table
5.2 presents a summary of the experimental parameters. They have been selected to
test various attack scenarios comprehensively. The research was carried out during
the operation of the FL algorithm, which was run for 15 iterations indexed from 0
to 14 for various configurations of input parameters. One is the ratio of the number
of attacking sensors (K) to the total number of sensors (N). The impact of the
moment of launching an attack (in terms of FL iteration number) was also tested.
The original spectrum occupancy of the training and test data is 30%. Random
attacks aiming at increasing the spectrum occupancy percentage to 55% and 75%
and decreasing this percentage to 22% and 16% were investigated. The considered
coordinated attacks encapsulating truly occupied RB groups result in the same
respective increase or decrease in the apparent spectrum occupancy.
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TABLE 5.2: Simulation parameters

System parameters Values

The average number of RBsin 4 x4
time-frequency plane

Variance of number of RBsin 10 x 10
time-frequency matrix

PU’s RBs occupancy 30 %

SNR [dB]| [0, ..., 20]

Doppler frequency 2.5 Hz

Number of FL iterations 15

Attacks - parameters

Random

-K/N 10/25

- RBs occupancy 16%, 22%, 55%, 75%
- attack-launched iteration no. 5, 10

Coordinated

- K/N 10/25

- encapsulation [RBs] (-1, -1, 0, 0), (-1, 0, 0, 0),

(1,1,1,1) (2, 2,2,2)
- attack-launched iteration no. 5, 10

5.5.2 Simulation Results

This section presents two sets of results to evaluate the proposed algorithm
employing different statistical tests. First, the impact of the attacks on the FL-based
SS performance is evaluated. The second set of results includes the performance of
our proposed attack detection and mitigation algorithm.

Let us stress that the notation in this section and in the remainder of this chap-
ter is changed. This is because now, we deal with two kinds of probabilities of
both detection and false alarm. The values used to evaluate the negative effect of
an attack are two (estimated) probabilities that entirely describe the FL-based SS
algorithm’s quality. These are the RBs occupation true positive detection probabil-
ity denoted as P° (until now denoted as Pj) and the false alarm (false positive)
probability denoted as P (previously denoted as Py). Precisely, P$S is the prob-
ability of correct identification of occupied RBs as occupied ones. In contrast, PS>
is the probability of incorrect identification of unoccupied RBs as occupied in the
FL-based SS algorithm.

Moreover, in this section, performance of the proposed algorithm for detecting
the attackers’ models is evaluated based on the estimated probabilities of detection
of an attacker (not the detection of occupied RBs) and related false alarm. Hence,
in the remainder of this chapter, PP and PAP will denote the probability of true
positive detection of an attacker and the probability of false alarm (false positive)
detection of an attacker, respectively.
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A. Label-flipping attacks impact on FL-based SS performance

In the experiment, P and PSS are estimated based on the number of true
positive and false positive decisions, respectively, over the total number of occupied
RBs. A well-performing SS algorithm maximizes P{° while minimizing P5°. High
P35 increases PU protection from interference generated by SUs. Low PS5 increases
the spectrum opportunities for SUs.

Note that the label-flipping attacks discussed in Section 5.3 aiming at the false
increase in RBs’ occupancy should increase Pp° of the global model. (This is exam-
ined in subsection 5.5.2 in paragraph “Attacks aimed at the false increase in RBs
occupancy".) The attacks aiming at the false decrease in RBs’ occupancy (also dis-
cussed in Section 5.3) should result in a reduction of P$S of the global model. (This
is examined in subsection 5.5.2 in paragraph “Attacks aimed at the false decrease
in RBs occupancy".) Note that in all considered cases of the binary classification
(discussed in Sections 5.5.2 and 5.5.2) is that increase (or decrease) of false positive
decision rate (P5°) always has a side-effect on the increase (or decrease respectively)
of true positive decision rate (P°) and vice versa.

The simulation results to evaluate label-flipping attacks’ impact on FL-based SS
are described below, assuming the parameters from Table 5.2. Attack mitigation
techniques are not yet considered in this subsection. The results were obtained by
generating global models for all 15 iterations and testing them on the same number
of test sets of input data. (This set of test data was sufficient for all considered
scenarios.) The presented results are averaged over these tests’ results.

Attacks aimed at the false increase in RBs occupancy. The impact of the
random and coordinated attacks that aim at the false increase in RBs occupancy
on P$S and P25 was tested and the results for SNR = 20 dB are presented in Fig.
5.8. The attacks have been simulated in the 5th and 10th iterations of FL to show
their impact on the global model created after initial training. The selection of
the iteration number of the attack launch is dictated by the need to increase the
readability of the resulting plots. Note that after the 4th iteration, the FL algorithm
is already achieving a well-adjusted global model resulting in stable low PSS and
high P55, Estimated P;° and P° for the FL system in which attacks do not occur
or are eliminated (also called fully secure system) are marked in red. The first
experiment has been performed for random attacks with spectrum occupancy 55%
(green curves in Fig. 5.8). The attack starts and continues from the 10th iteration.
An increase by a few percent in PS5 can be observed since that iteration (what is
the aim of this kind of attack). Moreover, a slight increase in P is observed as
an effect of the increase of P5°. For this relatively mild attack, the impact on false
alarm growth is small and does not exceed the natural increase in detection level.
Another tested attack that starts at the 10th FL iteration is an encapsulation
(1,1,1,1) attack that surrounds the true occupied RBs with one “layer" of RBs that
have falsely switched labels to occupied. The encapsulation (1,1,1,1) increases the
percentage of labels denoting occupied resources from the original 30% to 55%, cor-
responding with the previously described random attack, increasing this percentage
to the same value. It can be observed that although the overall number of changed
labels in this attack is the same for the random attack, the impact on PSS is dif-
ferent (see the blue lines in Fig. 5.8). An increase of P> up to 10% is observed,
which indicates that this form of attack is more successful than the PS5 achieved
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by random 55%-occupation attack. This is because an encapsulation attack mimics
the true data labels better than a random attack. Labels introduced by a random
attack can be easily filtered out by the CNN model used for SS.

A different observation can be made for another set of attacks: the encapsulation
(2, 2, 2, 2) and random 75%-occupation attack (yellow and purple curves in Fig.
5.8). Both attacks falsely introduce “occupied" labels that increase the perception
of the spectrum occupancy up to around 75%. Also, both of these attacks start in
the 5th FL iteration. The encapsulation (2, 2, 2, 2) increases the P to around
25%, i.e., it is more damaging than encapsulation (1, 1, 1, 1). However, the random
75% attack increases PS> even more, up to 50%. The high spectrum occupancy
percentage (of 75%) in this scenario can explain the higher negative impact of the
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random attack than the encapsulation attack. The spectrum occupancy percentage
reflected in the models reported to the FL server by the attackers is large enough
to mimic the true RB occupation even better in the case of a random attack. This
causes CNNs to make more incorrect SS decisions.

Figure 5.9 shows estimated P$® and P2° versus SNRs for the last (15th) FL
iteration. The general observation is that P$S of the attacked systems are even
higher than that of the fully secure SS. This is because of the increase of PS°
(as expected, because the considered attack aimed at false increase of the RBs
occupation increases P5°). In particular, higher PS5 can be observed for the more
aggressive attacks such as encapsulation (2, 2, 2, 2) and random 75%-occupation
attack.

Moreover, PSS in case of a random attack reflecting 75% of RBs occupation is
not monotonic vs. SNRs. It is around 50% for SNR = 0 dB because, in this SNR
region, the noise effect dominates the attack effect, and deciding on RBs occupancy
is random. In the moderate SNR region between 2.5 and 10 dB, P£® is increased
to around 70% because, in this SNR region, random noise has the same effect as
the random attack, increasing its negative impact on the false alarm probability.
For SNR > 15dB, PS8 drops to around 30% because the noise becomes insignificant
and does not impact the attack negative performance. Analogous effect on PSS can
be observed for the performance of the other random attack falsely increasing RBs
occupation to 55%. This is because the noise in the lower and moderate SNR regions
contributes highly to the attack efficacy. It is harder for the CNN model to work
correctly in lower SNR conditions. Still, the attacks add another level of difficulty,
especially the random attacks that mimic how the channel affects the training data.

Attacks aimed at the false decrease in RBs occupancy. The author has
performed similar experiments for the second attack scenario, where the attacking
UEs aim to decrease apparent RB occupancy levels to persuade other users to use
these resources and increase interference to PUs. As mentioned, this attack should
decrease P{°. Figure 5.10 shows the results obtained in each FL iteration for SNR =
20 dB. Here, the following attacks have been tested: encapsulation (-1, 0, 0, 0) and
random 22%-occupation attack, which both decrease the occupancy level (reflected
in the attackers’ reported models) to 22%, as well as encapsulation (-1, -1, 0, 0) and
random 16%-occupation attack, which both decrease the occupancy level reflected in
the attackers’ models to 16%. It can be noted that this RBs occupancy percentage
change is not as significant as in the previously considered (in subsection 5.5.2)
attacking scenario, where the occupancy level has been changed from 30% to 55%
or 75% (by 25% and 45% respectively). In the scenario considered in this subsection,
the occupancy decrease equals 8% and 14%. This is because the starting occupancy
level equal to 30% does not leave much room for spectrum occupancy to decrease.
Still, the author examines more scenarios in the research by not choosing the same
decrease levels as the increase levels.

Now, the random 16%-occupancy attacks and the encapsulation (-1, -1, 0, 0)
attack are considered starting in the 5th FL iteration. The encapsulation (-1, 0,
0, 0) attack and random 22%-occupation attack are launched in the 10th iteration.
Note that the encapsulation (-1, -1, 0, 0) attack has a higher impact on decreasing
P35 than the random 16%-occupation attack. It can also be observed that the
encapsulation (-1, 0, 0, 0) attack and random 22%-occupation attack, as expected,
have a lower impact on decreasing P5°. The random 22%-occupation attack, which
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FIGURE 5.11: Estimated P$5 and Pg° for FL-based SS under attacks after the last
FL iteration vs. SNR; Attacks aimed at the false decrease in RBs occupancy.

introduces only an 8% change in occupancy compared to the original (not attacked)
labels, does not introduce any noticeable changes to P5® nor the PSS, Therefore,
the conclusion can be drawn that under random attacks aimed at the false decrease
in RBs occupancy, the change in the occupancy levels resulting from label-flipping
has to be larger than by 8%. Moreover, the change in this level by 14% is enough to
introduce a noticeable decrease in SS performance. For all considered attacks, P>
varies insignificantly because it is already close to 0%.

Analogically to Figure 5.9, Figure 5.11 presents P$5 and P$5 for the last FL
iteration and different SNR values. Here, the results are as anticipated. This is
because the examined attacks aiming at the false decrease of RBs occupancy are less
aggressive than those performed for the false increase of the apparent RB occupancy
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percentage. PSS is close to 0% for all SNR values and is never larger than 4%. As
expected, P$5 values are all lower than those of a fully secured system for all SNRs.

B. Label-flipping-attacks detection method performance

In this subsection, the author presents the performance of her proposed algorithm
for detecting the attackers’ models. The obtained results are estimated probabilities
of detection and false alarm; however, in this case, these probabilities relate to
the detection of an attacker, not the detection of occupied RBs. Hence, PP and
PAP now denote the probability of true positive detection of an attacker and the
probability of false alarm (false positive) detection of an attacker, respectively. For
every considered attack type (described in Section 5.3), and for every statistical test
that the author has employed in her proposed detection algorithm (described in
Section 5.4), the values of PP and PAP have been estimated based on the number
of true positive decisions and false positive decisions, respectively, over the total
number of truly launched attacks.

Here, it is assumed that every time an attack is launched, the attackers modify
an entirely correct global model, or in other words, they can receive a correct global
model created by FL (based on genuine users’ models). This is to eliminate the
impact of an already corrupted model on the examined system performance, i.e., it
is tested how easy or difficult it can be to detect attackers’ models, assuming that
the other local models have been generated without any history of previous attacks.
As previously mentioned, the attacks are assumed to be launched after the first few
FL iterations, as seen in Figure 5.8 and 5.10. After these first few iterations, the
FL global model reaches a stable state with target high P{¥ and low PgS values.

Attacks aimed at the false increase in RB occupancy. Similarly, as in sec-
tion 5.5.2, the author will first focus on occupancy-increasing attacks. As shown
in Figures 5.8 and 5.9, the random 75%-occupancy attack has the most significant
negative impact on the SS performance in terms of increasing PS°. Results of the
proposed algorithm of detection of attackers launching this type of attack are pre-
sented in Figure 5.12. The Kolmogorov-Smirnov test algorithm has obtained the
best detection results. The probability of true-positive detection of malicious users
PP is relatively high, and PAP equals 0% for all SNR values. The algorithm that
uses Fisher’s test achieves the worst detection performance (PP is lower than 60%,
and PAP is between 10% and 20% for every SNR).

The PP and PAP non-monotonicity for all tests in case of this aggressive random
attack (aiming at 75% of false increase of RB occupancy) result from the following
phenomenon. In low-SNR regions, high-power noise may contribute to the increase
of the attackers’ detection probability and the increase in the rate of false alarms.
In medium-SNR regions, the effect is less visible; the noise can compensate for the
random attack, making it hard to distinguish the attack and noise effect and detect
the attacks. In high-SNR regions, the noise does not play much of a role, and mainly,
the effect of the aggressiveness of an attack can be observed.

The attack that is the same aggressive and has the second most negative impact
on the FL-based SS performance is the encapsulation (2, 2, 2, 2) attack. Esti-
mated P#P and PAP of this type of attack are presented in Figure 5.13. Here, the
Kolmogorov-Smirnov-test-based detection method also has the best performance.
Application of the Tukey test results in slightly lower PP and almost the same
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FIGURE 5.13: Estimated PP and PAP vs. SNR; Encapsulation (2,2,2,2) attacks
aimed at the false increase in RB occupancy.

PAP. Similarly to the case of a random 70%-occupation attack, the Fisher test
performs worse than the other two. The following conclusions can be drawn by
comparing the results of the encapsulation (2, 2, 2 2) attack and random 70% at-
tack. The random attack aiming at a very high false increase of the RB occupancy
(up to 75%) decreases the FL-based SS performance and makes it hard to detect
the attackers. On the other hand, the encapsulation (2, 2, 2, 2) attack, which also
falsely increases the RB occupancy to 75%, is not as destructive for SS and is also
easier to detect. The Kolmogorov-Smirnov-test-based algorithm detected attack-
ing UEs with over 90% accuracy while maintaining Py, ~ 0% for almost all SNRs.
Again, slightly better performance in terms of PP and worse performance in terms
of PAP is visible in the low-SNR region.

The proposed algorithm is now examined in the presence of attacks that intro-
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duce fewer fake “occupied" labels to the training data. As presented in Figure 5.14,
the random 55%-occupation attack is detected with Py = 100% for all SNR values
by Kolmogorov-Smirnov-based algorithm, while P, = 0% for this applied test. The
encapsulation (1,1,1,1) attack, which is more destructive for the FL-based SS per-
formance, is less likely to be detected, as shown in Figure 5.15. There, Kolmogorov-
Smirnov-based algorithm achieves Py = 90% and Py, = 5% for SNR = 20 dB.

The conclusions of the tests of the proposed attackers-detection method perfor-
mance in the presence of false RBs occupancy-increasing attacks are as follows. The
attacks that, for a given number of introduced fake labels, cause more damage to
the FL-based SS algorithm, are more challenging to detect. Random attacks are
generally easier to detect for a low number of introduced fake labels because the
random changes in labels are harder to map in CNN weights. The encapsulation
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attacks with the same false RBs occupancy percentage increase are better camou-
flaged in the data labels. On the other hand, for a high percentage of false increase
in RBs occupancy, the random attack has a more damaging effect on FL-based SS
and is harder to detect than the coordinated attack of the same occupancy level.

The Kolmogorov-Smirnov test applied to the attackers’ detection algorithm per-
forms the best out of the three examined statistical tests, although, for a high
percentage of falsely increased RBs occupancy, Pi*P is not high for the examined
SNRs. This is because the negative effect made on the models outweighs the impact
of a channel, even for high SNRs. (Note that 10 out of 25 UEs are malicious, and
the attacks launched are highly damaging, i.e., they can reverse the decision on the
genuine UEs versus the attackers’ clusters.) This problem does not occur in the case
of less aggressive attacks.

Attacks aimed at the false decrease in RBs occupancy. In this section, the
occupancy-decreasing attacks are examined. The results obtained for the random
16%-occupation and the encapsulation (-1, -1, 0, 0) attack (resulting in the same
decrease of RB occupancy percentage) are presented in Figure 5.16 and Figure 5.17
respectively. The encapsulation (-1, -1, 0, 0) attack was the most successful one
(had the most negative impact on FL-based SS performance) out of the considered
decreasing-occupancy attacks. Similarly, as in the case of the increasing-occupancy
attacks, the Kolmogorov-Smirnov-based attack detection method has the best per-
formance in terms of high PP and low PAP| while the Fisher-based algorithm has
the worst. By comparing this set of results, it can be observed that a random 16%
attack is easier to detect. Analogous results can be observed in Figures 5.18 and 5.19
where the attackers’ detection results are presented for the random 22%-occupation
and encapsulation (-1, 0, 0, 0) attack, respectively. These kinds of attacks are harder
to detect than the ones resulting in 16% occupation of RBs. The encapsulation (-1,
0, 0, 0) attack is slightly more easily detectable than the random 22%-occupancy
attack, which acts like random noise in the truly occupied RBs.

Note that the attacks that aim at decreasing the RBs’ occupancy to 16% have
similar effects on the performance of our attackers’ detection method, as the occupancy-
increasing attacks that aim at increasing the RBs occupancy level to 55%. In both
cases, encapsulation attacks are harder to detect than random attacks aiming at
the exact relative RBs’ occupancy change. The decreasing-occupancy attacks that
reduce RBs’ occupancy to 22% are even harder to detect. However, they are not so
harmful to the FL-based SS performance (in terms of P® and Pg5).

C. Defence mechanism impact on the SS performance.

In this subsection, the author verifies the impact of the proposed label-flipping
attack protection method on FL-based SS performance. The experiments were
performed for all considered SNR values for the last iteration of FL (as in the
experiments presented in the former subsections). The estimated P and Pg° for
all attack types and variants of the attackers detection method are presented below.

Protection against attacks aimed at the false increase in RBs occupancy.
Figs. 5.20a, 5.20b, and 5.20c present SS results after the proposed protection method
against model poisoning has been applied, employing the Kolmogorov-Smirnov,
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Tukey, and Fisher test respectively. There, attacks aimed at a false increase in
RBs occupancy (increase of PS%) have been simulated.

By comparing Fig. 5.20a and Fig. 5.9, one can observe that the author’s method
using the Kolmogorov-Smirnov test results in the decrease of PS> (and as a side-effect
also in a slight reduction of PJS). Moreover, the detection of the most aggressive
attacks results in the highest decrease of PSS relative to the original (not protected)
system under attack.

For example, P$5 in case of random 75% -occupation attack and SNR=0 dB,
5 dB, 10 dB, and 20 dB decreases from 48.70%, 78.06%, 65.30%, and 40.09% to
8.75%, 14,31%, 22.36% and 10,80% respectively (which constitutes the relative re-
duction by 82.03%, 81.67%, 65.76%, and 73.06% respectively) when the author’s
defense method is applied. The relative reduction of PS5 in case of the encapsu-
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lation (2, 2, 2, 2) attack is achieved up to 69.66%, 88.70%, 73.54%, and 57.12%
for the same respective SNRs. In case of the other considered less aggressive at-
tacks aiming at the false increase of the RBs occupancy, the author’s method using
the Kolmogorov-Smirnov test reduces P5° to values close to that of the full-secure
system (particularly for SNR> 5 dB).

Figs. 5.20b and 5.20c also show a decrease of PS> when our protection method
is applied using the Tukey and Fisher test, respectively, but this decrease relative
to an unprotected system is not as significant as for the Kolmogorov-Smirnov test
(in Fig. 5.20a). The reason is the fact that the Kolmogorov-Smirnov test yields
the best results in attacked models detection (as shown in Figs. 5.12-5.15 by green
solid line). Comparing Figs. 5.20b and 5.20c, it is also visible that the application
of the Tukey test results in a higher decrease of PS5 than in the case of employing
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the Fisher test. Again, this effect is a projection of the higher accuracy in attacker
detection (compare red and blue solid lines in Figs. 5.12-5.15).

Note that none of the similarity tests applied in the author’s attack protection
method results in PS5 reaching the exact values of a fully secure FL-based SS.
This is because none of these methods reaches 100% accuracy in attacker detec-
tion. The results closest to fully secure FL-based SS are obtained by employing
the Kolmogorov-Smirnov test in case of the random 55%-occupancy attack (green
dashed line in Fig. 5.20a), which is due to the near-perfect attack detection perfor-
mance (green solid line in Fig. 5.14).

Protection against attacks aimed at the false decrease in RBs occupancy.
As mentioned, attacks aiming at a false decrease in RBs occupancy cause a reduc-
tion of measured P{° (and in P$5 as a side-effect). Therefore, if successful, the
author’s method should increase P$S. Such an effect can be observed when compar-
ing Figs. 5.21a, 5.21b, and 5.21c¢ (showing the results of our method employing the
Kolmogorov-Smirnov, Tukey and Fisher test respectively) with Fig. 5.11 (presenting
unprotected FL-based SS results). The highest increase of PJS was obtained for the
most damaging attacks aiming at a false decrease in RBs’ occupancy. For example,
in the case of the encapsulation (-1, -1, 0, 0) attack, an increase of P$5 is observed
for SNRs equal to 5 dB, 10 dB, and 20 dB from 69.65%, 81.99%, and 87.26% to
80.73%, 91.10%, and 96.11% respectively (which constitutes an increase by 15.91%,
11.11%, and 10.18% respectively, relative to the original values for the unprotected
system) when the Kolmogorov-Smirnov test was applied in our attack detection al-
gorithm (compare yellow solid lines in Figs. 5.11 and 5.21a). As shown in Fig. 5.17,
the application of this test results in the best attacker detection performance.

Finally, note that all statistical tests employed for attackers’ detection and
elimination in FL-based SS yield similar results in terms of SS performance for
SNR>10 dB.

5.6 Chapter summary

FL-based SS is characterized by higher reliability than autonomous sensing. It
allows for spectrum prediction as opposed to schemes not incorporating ML tech-
niques. It also ensures the privacy of local data since only the transmission of local
model parameters is required. Finally, it allows for building a corporate spectrum
occupation model ready to be used by new incoming users. However, FL-based SS
can be a target of cyberattacks. The security threats originate from vulnerabilities
of the applied ML and FL algorithms and the ubiquitous nature of the radio com-
munication medium. This chapter summarized potential attacks on FL-based SS
and indicated methods to detect, analyze, and defend against them. A taxonomy
of attacks and defense methods has also been provided.

Despite the capabilities of the defense methods against the attacks on FL-based
SS discussed in this chapter, each has its limitations, and none can be a one-stop-
shopping solution to combat all threats. Thus, given FL’s potential for SS in cog-
nitive radio, robust security mechanisms are of considerable interest for future CR
systems.

This chapter has also examined the impact of the label-flipping random and co-
ordinated attacks on FL-based SS in the FL system. It has been concluded that
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highly aggressive random attacks (with a high percentage of changed labels) aimed
at increasing the false alarm (false positive decisions) rate impact the FL-based SS
performance more negatively than similarly aggressive coordinated attacks. Con-
versely, coordinated attacks with the same aim introduce more damage to the FL-
based SS performance than random attacks if they are less aggressive. Moreover,
coordinated attacks aiming at decreasing the true-positive decision rate are more
(negatively) effective than random ones.

The author has also proposed a new method for continuous (zero-trust) moni-
toring, detection of the attacked models, and their elimination in the FL-based SS
algorithm. The proposed semi-blind method does not require an apriori knowledge
of who are the genuine actors participating in FL.. The proposed algorithm applies
statistical tests and clustering to determine the genuine and attacked models. The
author tested the method in three different variants, each using a different statistical
test: Fisher, Tukey, and Kolmogorov-Smirnov.

It has been concluded that, in principle, highly aggressive attacks that aim to
increase the FL-based SS false alarm rate are hard to detect. Interestingly, the
same issue is observed for very mild (extremely non-aggressive) attacks that aim
to decrease the (true-positive) detection rate. However, in this case, the attackers’
misdetection is not so harmful to the FL-based SS performance.

Except for these kinds of attacks, the general observation is that coordinated
attacks are harder to detect than random ones. This is because a coordinated
attack mimics the true data labels better than a random attack and can better fool
the FL-based SS algorithm. The Smirnov-Kolmogorov test performs best out of all
considered similarity tests for model clustering, resulting in the attackers’” model
classification (and attack detection). In case of moderately aggressive attacks, the
resulting probability of attackers’ detection P{P is usually between 90% and 100%
for all considered SNR values, while PAP is close to 0%. Thus, the proposed method
proved efficient in these considered attack scenarios. Moreover, it can decrease the
SS probability of false alarms P5° by as much as 89 % and increase the SS probability
of detection P by 16 %in case of the most severe targeted attacks in the most
critical SNR ranges.

The complexity of the author’s proposed attack detection and mitigation method
is not particularly high (when compared to other ML-based anomaly detection meth-
ods), as it involves relatively low-complex statistical test calculation and k-means
classification (using Lloyd’s algorithm), both of which have O(CY) complexity, where
CY is the N-choose-2 combination and N is the number of sensors. (Lloyd’s algo-
rithm complexity is also a linear function of the number of iterations). Regarding
the implementation challenges, the scalability of the proposed method in the case of
diverse and dynamically changing numbers of users and attackers should be further
examined. The impact of continuous attacks, lasting for many iterations, genuine
users’ and attackers’ heterogeneity (e.g., regarding their computational capabilities)
on the method efficacy should also be considered for future research.



Chapter 6

Conclusions

In this dissertation, the problem of the application of Machine Learning (ML)
methods to Spectrum Sensing (SS) and Spectrum Prediction (SP) in cognitive radio
networks has been studied. First, in Chapter 1, the author of this thesis reviewed
existing AI/ML techniques for enhancing context awareness in radio communication
networks. She analyzed ML algorithms and frameworks for autonomous and cooper-
ative SS, considering pattern recognition techniques in time, frequency, and spatial
dimensions. Particular consideration has been given to the design recommendations
for intelligent context-aware radio communication.

Next, in Chapter 2, the author proposed new ML algorithms to improve energy-
measurement-based SS by learning signal features and traffic intensity correlation
in time and frequency. The first stage of the proposed algorithms uses Energy
Value (EV) and Energy Detection (ED) hard decisions, while the second phase uses
classifiers like Gaussian Naive Bayes (NB), k-Nearest Neighbors (kNN), Random
Forest (RF), and Support Vector Machine (SVM). The author demonstrated that
kNN and RF, based on EVs input dataset, outperform ED hard decisions and
increase the probability of spectrum detection (Resource Blocks (RBs) occupancy
in 5G networks). Moreover, the proposed ML algorithms were implemented in
various locations to reduce the need for multiple SNR estimations and improve
performance by increasing detection probability and eliminating continued noise
power estimation.

Then, in Chapter 3, the author explored the use of Deep Learning (DL) algo-
rithms to improve autonomous SS performance, predict future spectrum occupancy,
and estimate fading levels. Three DL algorithms, namely Neural Network (NN),
Recurrent Neural Network (RNN), and Convolutional Neural Network (CNN), were
designed and tested on two data sets representing different communication systems.
The evaluation results show that CNN-based SS and SP is the best fitting method,
resulting in the highest detection probability and the lowest false alarm probabil-
ity in the considered 5G transmission scenarios. The author also presented a new
CNN-based algorithm for improving spectrum sensing and spectrum occupation
prediction. The algorithm combines CNN-based SS and SP with CNN-based fading
level estimation, and optimization of the related decision threshold in order to reject
the decisions on unoccupied RBs in the case when these RBs experience deep fading.
This is to better protect the PU transmissions. The proposed algorithm also im-
proves the spectrum occupancy prediction performance, facilitating SU preparation
and enhancing secondary spectrum reuse and spectral efficiency.

The next contribution of the author of this thesis, described in Chapter 4, is

129
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the design and application of Federated Learning (FL) to SS. The FL algorithm is
based on locally trained CNN models, and requires few iterations to achieve very
good performance in terms of high probability of RBs occupancy detection and
low false alarm probability. Moreover, the proposed FL-based SS algorithm uses FL
sensors to create multiple ML (CNN) models for diverse sensing conditions, enabling
SS from the whole continuous range of SNR. This allows for ofloading SUs from ML
training responsibility. The author’s proposed FL-based SS offers advantages over
alternative schemes, including higher decision quality, better spectrum prediction,
data privacy, and the ability to build a universal model for all SUs, making it suitable
for new users.

The next major contribution by the author of this dissertation was discussed
in Chapter 5. There, she explored the effects of label-flipping random and coordi-
nated attacks on FL-based SS. She found that aggressive random attacks negatively
impacted the SS performance, while less aggressive coordinated attacks, on the con-
trary, caused more damage. Moreover, coordinated attacks aiming at a decrease in
the true positive decision rate were more effective (negatively) than random ones. A
new method for continuous monitoring, detection, and elimination of attacked mod-
els in the FL-based SS algorithm was also proposed, using statistical tests, namely
Fisher, Tukey, and Kolmogorov-Smirnov tests, for the SUs’ models similarity, as well
as clustering of these tests results. The author concluded that extremely aggressive
attacks increasing the FL-based SS false alarm rate and very mild attacks decreasing
the (true-positive) detection rate were hard to detect; however, the latter ones were
not so harmful to the FL-based SS performance. Except for these kinds of attack,
generally, coordinated attacks were harder to detect than random ones because they
better mimic the true data labels. The Smirnov-Kolmogorov test performed best
for genuine and attacked model clustering. The attack detection and mitigation
method suggested by the author resulted in a nearly 100% detection probability for
moderately aggressive attacks, proving the proposed method to be efficient in the
scenarios considered.

Based on the original research conducted by the author of this thesis, as well
as reviewing other published works in the area of ML methods applied to SS, the
following conclusions can be drawn.

ML can improve the performance of spectrum detection implemented in au-
tonomous sensors. This is especially true for DL methods designed by the author
for 5G communication systems based on CNNs. These new methods are also capable
of RBs occupancy prediction, which allows to better protect the PU transmission
or better utilize the resources by SUs. The new cooperative SS methods based on
CNNs in each sensor and FL algorithm proposed by the author can perform even
better than the autonomous ones. Furthermore, in such a scenario, new incoming
SUs can take advantage of the global FL. model without the need for extensive data
collection and training of the local model. Although FL assures data privacy by
design, it is still prone to poisoning attacks. The new proposed anomaly detec-
tion method based on the application of statistical tests for model similarity and
clustering for genuine and attacked models is capable of detecting attackers and
compensating for their harmful effects on FL-based SS.

All the solutions proposed by the author of this thesis have been verified in com-
puter simulation experiments. The reliability and performance of the SS methods
was evaluated in terms of the probability of spectrum detection and the probabil-
ity of false alarm. Additionally, the probability of detection of attackers and false
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alarm have been estimated in the cyberattack scenario. It should be stressed that
the results achieved depend on the scenarios considered, which in most cases reflect
the 5G radio communication system.

In conclusion, the author believes that the thesis of the dissertation has been
proved, i.e., There exist new methods for spectrum sensing in wireless communica-
tion systems that are based on machine learning and that are more reliable than
the existing ones. The author has proposed these methods and evaluated them
extensively in this dissertation.






Appendix A

133






TABLE A.1: ML for single node SS improvement (selected papers)

Papeny Number | Signal Channel | Feature set | Blind ML ML used for: Gained context informa-
of PUs | type type sensing method tion
and SUs
[165] | 1 PU, 1 | OFDM 6-tap SNR samples | Yes NB with | SNR are first mapped to | Knowledge of PU presence,
SU (DVB-T2) | typical class reduc- | classes, NB with class re- | SNR classes
urban tion duction is used for spectrum
(TU6) sensing
[74] 1 PU, 1] - AWGN Three statis- | - SVM SS; when spectrum is classi- | Knowledge of PU presence,
SU tical features fied as free; the received sig- | signal classes
based on sig- nal is classified into several
nal samples subclasses
[162] | 1 PU, 1| AM AWGN Four fea- | Partially | BPNN SS Knowledge of PU presence;
SU tures are de- | (ANN is knowledge on AM signal pres-
tected: En- | adjusted ence
ergy, three | to AM
features cyclista-
for cyclo- | tionarity
stationarity features)
[195] | Not ap- | GSM1800 Real Signal’s Yes LSTM net- | Spectrum state prediction, | Channel occupancy predic-
plicable downlink, measure- | power spec- work estimation channel quality tion with dedicated metrics
(mea- satellite ments tral density (root mean square and clas-
sure- signals samples sification accuracy)
ments) (mea-
sured)
[123] | 1 PU, 1 | OFDM AWGN IQ samples, | Yes Deep CNN Detection of channel utiliza- | Presence of PU, channel uti-
SU (4 x 2.5 (not well | spectro- tion pattern lization pattern
MHz chan- | specified) | grams
nels
[199] | 1 PU, 1 | Gaussian AWGN Energy fea- | Partially | K-means; K-means used for discovery | PU presence, PU statistics,
SU ture vectors SVM transmission patterns and PU | PU transmission patterns

statistics, SVM for PU status
based on energy feature set

Continued on next page
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Table A.1 — continued from previous page

Paperr Number | Signal Channel | Feature set | Blind ML ML used for: Gained context informa-
of PUs | type type sensing method tion
and SUs
[21] Multiple not speci- | Binary - - DEC- signal presence sensing, im- | PU’s behaviour learnt in dis-
SUs, mul- | fied Sym- POMDP provement of medium access | tributed way by each SU
tiple PU metric scheme
channels Channel
sensed
[89] Not ap- | Radar Real spectrograms | Yes SVM, kNN, | SS Knowledge of PU presence;
plicable signal - | measure- | data GMM, 7 dif- knowledge of spectrum oc-
(mea- SPN-43 ments ferent CNNs, cupancy statistics and power
sure- (mea- LSTM RNN distributions
ments) sured)
[166] | N PUs, 1 | Not speci- | Rayleigh Spectral val- | Yes TxMiner, multiple PUs detection Knowledge of PU presence;
SU fied fading ues Log- modulation classification
channel, Rayleigh
AWGN Mixture
Model
[194] | 1 PU, 1 | Frequency | Real Windowed Yes LSTM, back | Predicting feature spectrum | Knowledge of PU presence
SU hopping measure- | historical SS propagation | state
ments results network
[4] 1 PU, 1] - - Traffic pat- | Partially | Multilayer Predicting feature spectrum | Prediction of PU absence pe-
SU terns percep- state riods
tron, RNN,
LSVM,
GSVM
[200] | 1 PU, 1| OFDM AWGN Features Yes Softmax re- | Improving cyclostationarity | Knowledge of PU presence
SU derived from gression SS
cyclostation-
arity
[42] 1 PU, 1| BPSK AWGN Signal sam- | Partially | SVM Detection of PU presence Knowledge of PU presence
SU ples

Continued on next page
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Table A.1 — continued from previous page

Papery Number | Signal Channel | Feature set | Blind ML ML used for: Gained context informa-
of PUs | type type sensing method tion
and SUs

[144] | 1 PU, 1| - AWGN differential Yes SVM, kNN, | Detection of PU presence Knowledge of PU presence
SU entropy vec- Random

tor Forest, logis-
tic regression

[190] | 1 PU, 1| BPSK AWGN Signal sam- | partially SOM, ge- | Detection of PU presence Knowledge of PU presence
SU ples netic  algo-

rithms (GA),
SVM

[16] 1 PU, | BPSK AWGN Signal sam- | Partially | SVM Detection of PU presence Knowledge of PU presence
1/many ples
SUs

[13] Many BPSK AWGN Signal sam- | partially | SVM, multi- | Presence of PU signal; predic- | Knowledge of the presence of
PUs, ples class SVM, | tion of PU status multiple PUs; Prediction of
many beamforming- PU behaviour
SUs aided SVM

[189] | 1 PU, 1 | Gaussian AWGN Signal sam- | Yes K-means, Detection of PU presence Knowledge of PU presence;
SU and some | ples SVM knowledge of PU traffic pat-

fading terns

[154] | Not ap- | GSM 850 | Real Spectral Yes kNN, SVM, | Detection of PU presence Knowledge of PU presence
plicable band mea- | measure- | data DT, LR
(mea- surements | ments
sure-
ments)

[14] Many BPSK AWGN Signal sam- | Yes K-means Detection of PU presence, | Knowledge of PU presence;
PUs, and ples supported channel estimation enhanced channel estimation
many Rayleigh by Kalman
SUs fading filter track-

ing

Continued on next page
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Table A.1 — continued from previous page

Paperr Number | Signal Channel | Feature set | Blind ML ML used for: Gained context informa-
of PUs | type type sensing method tion
and SUs
[172] | Not ap- | FM band, | Real Signal sam- | Yes BPNN Detection of spectrum occu- | Knowledge of PU presence
plicable EGSM measure- | ples pancy
(mea- band, ments
sure- DCS band,
ments) UHF TV
band
[60] 1 PU, | BPSK AWGN Signal sam- | Yes CNN Detection of PU presence Knowledge of PU presence
many ples; cyclo-
SUs stationarity
features
[191] | 1 PU, 1 | Artificially | Measured | Signal sam- | Yes CNN, Detection of PU presence Detailed knowledge of PU
SU generated data ples LSTM, presence
burstly fully con-
transmis- nected NN
sion (FCNN)
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TABLE A.2: ML for decision making in Fusion Centers in Cooperative Spectrum Sensing

Paper| Number | Sensed sig- | Channel | Blind | ML input data | ML method ML used for: Gained context infor-
of PUs | nal type type sens- mation
and SUs ing
[115] 1 PU, N | PU’s signal | AWGN No Energy values | kNN, SVM, NB, | Decision making in FC - | spectrum state
SUs modeled as used (input fea- | DT PU presence detection
Gaussian tures), energy
process detection de-
cisions (labels
during training)
[161] MPUs,N | TV  broad- | AWGN Yes Collected signal | kNN Completing the missing | Spatial power map,
SUs casting power values in spectrum points spectrum  white space
different loca- database
tions
[147] |1 PU, N | - AWGN Yes Energy detection | kNN Local classification of | Spectrum state
SUs decisions sensing data into PU
absent or PU present
classes
[103] 1 PU, N |- AWGN No Probability vec- | K-means, SVM Decision making on spec- | Spectrum state
SUs tor (probabilities trum occupancy in FC
of signal pres-
ence/ absence)
[71] MPUs, N | - Path Yes Energy detection | NP-FSVM (fuzzy | Alleviating mnoise uncer- | Spectrum state
SUs loss, test statistics SVM with non- | tainty effect, decision
AWGN parallel  hyper- | making on  spectrum
plane), for com- | occupancy in FC
parison: SVM
and K-means
clustering
[29] 1 PU, N | TV AWGN, | No Energy detec- | SVM (RBF- | Decision making in FC - | Spectrum state
SUs fading tion decisions | SVM, PU presence detection
collected from | polynomial-SVM,
SUs linear-SVM)

Continued on next page
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Table A.2 — continued from previous page

Paper| Number | Sensed sig- | Channel | Blind | ML input data | ML method ML used for: Gained context infor-
of PUs | nal type type sens- mation
and SUs ing
[88] 1 PU, N | - AWGN, Yes Energy detec- | CNN Decision making on spec- | Spectrum state
SUs path tion decisions trum occupancy in FC
loss, collected from
fading, SUs
shadow-
ing
[101] 1 PU, N | - AWGN, Yes Local sensing de- | Proposed  rein- | Decision making on spec- | Spectrum state
SUs fading, cisions collected | forcement learn- | trum occupancy in FC
shadow- from SUs ing algorithm
ing (Q-learning,
Sarsa, Action-
Critic-based)
[188] MPUs, N | - AWGN Yes Energy values | Proposed beta- | Defining number and | Spectrum state and infor-
SUs vectors collected | process sticky | type of different spectrum | mation on PUs’ locations
from SUs (energy | hidden  Markov | states
values in different | model (BP-
time moments) SHMM)
[31] 1 PU, N | - Path Yes Energy values | Hybrid SVM | Decision making on spec- | Spectrum state
SUs loss, measured by SUs | based AdaBoost | trum occupancy in FC
AWGN and decision
stumps based
AdaBoost
[118§] 1 PU, N | PSK AWGN No Energy detec- | ANN Decision making on spec- | Spectrum state
SUs tion decisions trum occupancy in FC
collected from and in cluster head
SUs
[107] MPUs, N | - AWGN, Yes Energy values | ELM Decision making on spec- | Spectrum state
SUs fading collected from trum occupancy in FC
SUs

Continued on next page
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Table A.2 — continued from previous page

Paper| Number | Sensed sig- | Channel | Blind | ML input data | ML method ML used for: Gained context infor-
of PUs | nal type type sens- mation
and SUs ing
[91] 1 PUs, N | - AWGN Yes Energy values | SVM Grouping SUs in order to | Spectrum state, the qual-
SUs collected from make cooperation more ef- | ity of a given SU’s data
SUs ficient, decision making on
spectrum occupancy
[163] 1 PU, N | - AWGN, | No Normalized NB Estimating channel occu- | Spectrum state
SUs path loss energy values pancy probability
collected from
SUs
[52] MPUs,N | - AWGN, No Normalized SVM, kNN, NB Decision making on spec- | Spectrum state
SUs path loss energy values trum occupancy in FC
collected from
SUs
[32] 1 PU, N | - AWGN Yes Data  extracted | K-means Decision making on spec- | Spectrum state
SUs by applying PCA trum occupancy in FC
[164] MPUs, N | - AWGN, No Normalized kNN, SVM, K- | Decision making on spec- | Spectrum state
SUs fading, energy values | means, GMM trum occupancy in FC
shadow- collected from
ing SUs
[113] 1 PU, N | - AWGN No Energy detec- | kNN, SVM, NB, | Decision making on spec- | Spectrum state
SUs tion decisions | DT trum occupancy in FC
collected from
SUs
[56] 1 PU, N | - AWGN, Yes Power  Spectral | two SVM-based | Decision making on spec- | Spectrum state
SUs fading Density algorithms trum occupancy in FC
[208] MPUs, N | - - - Sensing decisions | No-regret learn- | detecting malicious SUs Knowledge of the presence
SUs collected form | ing and number of malicious

SUs

users

Continued on next page
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Table A.2 — continued from previous page

Paper| Number | Sensed sig- | Channel | Blind | ML input data | ML method ML used for: Gained context infor-
of PUs | nal type type sens- mation
and SUs ing
[38] MPUs, N | - AWGN, No Energy detec- | Fisher linear dis- | Determining linear coeffi- | Spectrum state and PUs’
SUs fading, tion decisions | criminant analy- | cients for all SUs sens- | locations
shadow- collected from | sis ing decisions in coopera-
ing SUs tive sensing
[104] | MPUs,N | - AWGN No Energy detection | Proposed multi- | Determining the free fre- | Spectrum state
SUs with soft combin- | agent reinforce- | quency bands

ing decisions col-
lected from SUs

ment learning
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TABLE A.3: ML for traffic pattern recognition

paper | pattern type [T | Sensed signal/ | Data mea- | ML algorithm ML used for ML input data
- time, F - fre- | system type sured /simulated
quency, S - spa-
tial]

[177] T + F (separately | LTE simulated kNN, Random | spectrum sensing Energy values/energy detection
for different loca- Forest decision per a given resource
tions in space) block, information on energies

of adjacent resource blocks, time
and frequency information

[26] T+ F IEEE 802.11 simulated CNN Transport protocol detection, | 2D images - IQ samples in time,

traffic pattern, transmission rate | Short-Time Fourier Transforma-
tion of IQ samples in frequency

[195] T (for different | GSM1800 down- | Measured RNN Prediction of PU’s next spec- | Power spectral density values
frequencies) link, satellite sig- trum state

nal

[197] T+F 3 MHz - 5.4 MHz | measured LSTM-based ar- | Prediction of PU’s next spec- | Availability status of current and

band chitecture trum state previous spectrum states

[138] T 450 MHz-800 | Measured RNN, proposed | Prediction of PU’s next spec- | -

MHz band of ConvLSTM trum state
land mobile radio algorithm
[137] T Generated ran- | Measured RNN Prediction of PU’s next spec- | IQ samples
dom QPSK trum state
signal
[203] T Signal generated | Simulated SVR-based online | Prediction of PU’s next spec- | Received signal power values
according to Pois- learning trum state
son distribution
[98] T+F+S big data in 5G - (theoretical pa- | K-means cluster- | Spectrum data feature extrac- | (not specified)

per)

ing for feature
extraction, other
ML  algorithms
for spectrum
prediction

tion, spectrum prediction

Continued on next page
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Table A.3 — continued from previous page

paper | pattern type [T | Sensed signal/ | Data mea- | ML algorithm ML used for ML input data
- time, F - fre- | system type sured /simulated
quency, S - spa-
tial]
[178] T+F+S LTE Simulated kNN, Random | Spectrum sensing Energy values/energy detection
Forest decision per a given resource
blocks, information on energies
of adjacent resource blocks, time
and frequency information
[179] T+F LTE/5G, sensor | Simulated NN, RNN, CNN | Next time slot occupancy predic- | For CNN: 2D images - energy
network signals tion values per resource block, time
and frequency information
67 T+ F IoT signals Measured DBSCAN Spectrum sensing Energy detection decisions
59 T+S MIMO-OFDM Simulated Delayed feedback | Spectrum sensing Signal samples
signals reservoir (RNN)
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